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#### Abstract

The Grassmannian/Krĕ̆n-space approach to interpolation theory introduced in the 1980s gives a Kreĭn-space geometry approach to arriving at the resolvent matrix which parametrizes the set of solutions to a NevanlinnaPick interpolation or Nehari-Takagi best-approximation problem. We review the basics of this approach and then discuss recent extensions to multivariable settings which were not anticipated in the 1980s.
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## 1. Introduction

We take this opportunity to update the Grassmannian approach to matrix- and operator-valued Nevanlinna-Pick interpolation theory introduced in [24]. It was a privilege for the first-named current author to be a participant with Bill Helton in the development of all these operator-theory ideas and their connections with Kreĭn-space projective geometry and engineering applications (in particular, circuit theory and control). Particularly memorable was the eureka moment when Bill observed that our $J$-Beurling-Lax representer was the same as the Adamjan-Arov-Kreĭn "resolvent matrix" $\Theta$ parameterizing all solutions of a Nehari-Takagi problem. This gave us an alternative way of constructing and understanding the origin of such resolvent matrices, and provided a converse direction for Bill's earlier results on orbits of matrix-function linear-fractional maps [48].

The present paper is organized as follows. Following this Introduction, in Section 2 we review the Grassmannian approach to the basic bitangential Sarason interpolation problem, including an indication of how the simplest bitangential
matrix Nevanlinna-Pick interpolation problem is included as a special case. We also highlight along the way where some additional insight has been gained over the years. In Section 3 we show how a reformulation of the problem as a bitangential operator-argument interpolation problem leads to a set of coordinates which leads to state-space realization formulas for the Beurling-Lax representer, i.e., the resolvent matrix providing the linear-fractional parametrization for solutions of the interpolation problem. The rational case of this construction essentially appears in the book [17] while the general operator-valued case is more recent (see [30]). The final Section 4 surveys extensions of the Grassmannian method to more general settings, with the main focus on the results from [43] where it is shown that the Grassmannian approach applies to left-tangential operator-argument interpolation problems for contractive multipliers on the Drury-Arveson space (commuting variables) and on the Fock space (noncommuting variables).

## 2. The Sarason bitangential interpolation problem via the Grassmannian approach

We formulate the bitangential Sarason (BTS) interpolation problem as follows. Given an input Hilbert space $\mathcal{U}_{I}$ and an output Hilbert space $\mathcal{U}_{O}$, we let $H_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$ denote the space of bounded holomorphic functions on the unit disk $\mathbb{D}$ with values in the space $\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$ of bounded linear operators between $\mathcal{U}_{I}$ and $\mathcal{U}_{O}$. We let $\mathcal{S}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$ denote the $S$ chur class consisting of the elements of $H_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$ with infinity norm over the unit disk at most 1. For a general coefficient Hilbert space $\mathcal{U}$, an element $B$ of $H_{\mathcal{L}(\mathcal{U})}^{\infty}$ is said to be two-sided inner if the nontangential stronglimit boundary-values $B(\zeta)$ of $B$ on the unit circle $\mathbb{T}$ are unitary operators on $\mathcal{U}$ for almost all $\zeta \in \mathbb{T}$. The data set for a bitangential Sarason interpolation problem $\mathfrak{D}_{B T S}$ consists of a triple $\left(S_{0}, B_{I}, B_{O}\right)$ where $S_{0}$ is a function in $H_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$, and $B_{I}$ and $B_{O}$ are two-sided inner functions with values in $\mathcal{L}\left(\mathcal{U}_{I}\right)$ and $\mathcal{L}\left(\mathcal{U}_{O}\right)$ respectively. Then we formulate the bitangential Sarason interpolation problem as follows:

Problem BTS (Bitangential Sarason Interpolation Problem): Given a data set $\mathfrak{D}_{B T S}=\left(S_{0}, B_{I}, B_{O}\right)$ as above, find $S \in \mathcal{S}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$ so that the function $Q:=$ $B_{I}^{-1}\left(S-S_{0}\right) B_{O}^{-1}$ is in $H_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$.

By way of motivation, let us consider the special case where $\mathcal{U}_{I}=\mathbb{C}^{n_{I}}$ and $\mathcal{U}_{O}=\mathbb{C}^{n_{O}}$ are finite-dimensional and where for simplicity we assume that $\operatorname{det} B_{I}$ and $\operatorname{det} B_{O}$ are finite Blaschke products of respective degrees $n_{I}$ and $n_{O}$. Let us also assume that all zeros of $\operatorname{det} B_{I}$ and of det $B_{O}$ are simple (but possibly overlapping). Then it is not hard to see that the BTS interpolation problem is equivalent to a bitangential Nevanlinna-Pick (BTNP) interpolation problem which we now describe. We suppose that we are given nonzero row vectors $x_{1}, \ldots, x_{n_{I}}$ of size $1 \times n_{O}$, row vectors $y_{1}, \ldots, y_{n_{O}}$ of size $1 \times n_{I}$, distinct points $z_{1}, \ldots, z_{n_{O}}$ in $\mathbb{D}$ (the zeros of det $B_{O}$ ), together with nonzero column vectors $u_{1}, \ldots, u_{n_{I}}$ of size $n_{I} \times 1$, column vectors $v_{1}, \ldots, v_{n_{I}}$ of size $n_{O} \times 1$, and distinct points $w_{1}, \ldots, w_{n_{I}}$ in
$\mathbb{D}$ (the zeros of det $B_{I}$, possibly overlapping with the $z_{i}$ 's), together with complex numbers $\rho_{i j}$ for any pair of indices $i, j$ such that $z_{i}=w_{j}=: \xi_{i j}$. The bitangential Nevanlinna-Pick problem then is:
Problem BTNP (Bitangential Nevanlinna-Pick interpolation problem): Given a data set $\mathfrak{D}=\mathfrak{D}_{\text {BTNP }}$ given by

$$
\mathfrak{D}=\left\{\left(x_{i}, y_{i}, z_{i}\right) \text { for } i=1, \ldots, n_{O},\left(u_{j}, v_{j}, w_{j}\right) \text { for } j=1, \ldots, n_{I}, \xi_{i j} \text { for } z_{i}=w_{j}\right\}
$$

as described above, find a matrix Schur-class function $S \in \mathcal{S}\left(\mathbb{C}^{n_{I}}, \mathbb{C}^{n_{O}}\right)$ so that $S$ satisfies the collection of interpolation conditions:

$$
\begin{align*}
& x_{i} S\left(z_{i}\right)=y_{i} \text { for } i=1, \ldots, n_{O} \\
& S\left(w_{j}\right) u_{j}=v_{j} \text { for } j=1, \ldots, n_{I}, \text { and } \\
& x_{i} S^{\prime}\left(\xi_{i j}\right) u_{j}=\rho_{i j} \text { for } i, j \text { such that } z_{i}=w_{j}=: \xi_{i j} . \tag{2.1}
\end{align*}
$$

We remark that it is Donald Sarason [70] who first made this connection between the operator-theoretic interpolation problem Problem BTS and the classical point-by-point interpolation problem Problem BTNP for the scalar case.

We now present the solution of BTS problem as originally presented in [24, 26]. In addition to the function spaces $H_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$ already introduced above, let us now introduce the spaces of vector-valued functions $L_{\mathcal{U}}^{2}$ (measurable $\mathcal{U}$-valued functions on $\mathbb{T}$ which are norm-square integrable) and its subspace $H_{\mathcal{U}}^{2}$ consisting of those $L_{\mathcal{U}}^{2}$-functions with vanishing Fourier coefficients of negative index; as is standard, we can equivalently view $H_{\mathcal{U}}^{2}$ as holomorphic $\mathcal{U}$-valued functions $f$ on the unit disk $\mathbb{D}$ for which the 2-norm over circles of radius $r$ centered at the origin are uniformly bounded as $r$ increases to 1 . The space $L_{\mathcal{U}}^{2}$ comes equipped with the bilateral shift operator $M_{z}$ of multiplication by the coordinate functions $z$ (on the unit circle):

$$
M_{z}: f(z) \mapsto z f(z)
$$

When restricted to $H_{\mathcal{U}}^{2}$, we get the unilateral shift (of multiplicity equal to $\operatorname{dim} \mathcal{U}$ not included in the notation $\left.M_{z}\right)$. For $F$ a function in $H_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$, there is an associated multiplication operator

$$
M_{F}: f(z) \mapsto F(z) f(z)
$$

mapping $H_{\mathcal{U}_{I}}^{2}$ into $H_{\mathcal{U}_{O}}^{2}$ and intertwining the respective shift operators: $M_{F} M_{z}=$ $M_{z} M_{F}$. More generally, we may consider $M_{F}$ as an operator from $L_{\mathcal{U}_{I}}^{2}$ into $L_{\mathcal{U}_{O}}^{2}$ which intertwines the respective bilateral shift operators; in this setting we need not restrict $F$ to $H_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$ but may allow $F \in L_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$. A key feature of this correspondence between functions and operators is the correspondence of norms: given $F \in H_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$, the operator norm of $M_{F}$ is the same as the supremum norm (over the unit disk or over the the unit circle) of the function $F$ :

$$
\left\|M_{F}\right\|_{o p}=\|F\|_{\infty}:=\sup \{\|F(z)\|: z \in \mathbb{D}\}=\operatorname{ess-sup}\{\|F(\zeta)\|: \zeta \in \mathbb{T}\}
$$

Let us suppose that we are given a data set $\mathfrak{D}_{B T S}=\left(S_{0}, B_{I}, B_{O}\right)$ for a BTS problem as above. We introduce the space $\mathcal{K}=L_{\mathcal{U}_{O}}^{2} \oplus B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}$ (elements of which
will be written as column vectors $\left[\begin{array}{l}f \\ g\end{array}\right]$ with $f \in L_{\mathcal{U}_{O}}^{2}$ and $g \in B_{i}^{-1} H_{\mathcal{U}_{I}}^{2}$ ). We use the signature matrix $J_{\mathcal{K}}:=\left[\begin{array}{cc}I_{\mathcal{U}_{O}} & 0 \\ 0 & -I_{\mathcal{U}_{I}}\end{array}\right]$ to define a Kreĭn-space inner product on $\mathcal{K}$ :
$\left[\left[\begin{array}{c}f \\ B_{I}^{-1} g\end{array}\right],\left[\begin{array}{c}f \\ B_{I}^{-1} g\end{array}\right]\right]_{\mathcal{K}}:=\left\langle J_{\mathcal{K}}\left[\begin{array}{c}f \\ B_{I}^{-1} g\end{array}\right],\left[\begin{array}{c}f \\ B_{I}^{-1} g\end{array}\right]\right\rangle_{L^{2}}=\|f\|_{L^{2}}^{2}-\|g\|_{H^{2}}^{2}$ for $\left[\begin{array}{c}f \\ B_{I}^{-1} g\end{array}\right] \in \mathcal{K}$.
We note that a Kreĭn space is simply a linear space $\mathcal{K}$ equipped with an indefinite inner product $[\cdot, \cdot]$ with respect to which $\mathcal{K}$ has an orthogonal decomposition $\mathcal{K}=$ $\mathcal{K}_{+} \oplus \mathcal{K}_{-}$with $\mathcal{K}_{+}$a Hilbert space in the $[\cdot, \cdot]$-inner product and $\mathcal{K}_{-}$a Hilbert space in the $-[\cdot, \cdot]$-inner product; good references for more complete information are the books $[8,34]$. We then consider the subspace $\mathcal{M}$ of $\mathcal{K}$ completely determined by the data set $\mathfrak{D}_{B T S}=\left(S_{0}, B_{I}, B_{O}\right)$ :

$$
\mathcal{M}:=\mathcal{M}_{S_{0}, B_{I}, B_{O}}=\left[\begin{array}{cc}
B_{O} & S_{0} B_{I}^{-1}  \tag{2.2}\\
0 & B_{I}^{-1}
\end{array}\right]\left[\begin{array}{c}
H_{\mathcal{U}_{O}}^{2} \\
H_{\mathcal{U}_{I}}^{2}
\end{array}\right]
$$

Then one checks that the function $S \in L_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$ is a solution of BTS problem if and only if its graph $\mathcal{G}:=\left[\begin{array}{c}M_{S} \\ I\end{array}\right] B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}$ satisfies:

1. $\mathcal{G}$ is a subspace of $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$ (and hence also is a subspace of $\mathcal{K}$ ),
2. $\mathcal{G}$ is a negative subspace of $\mathcal{K}$, i.e., $[g, g]_{\mathcal{K}} \leq 0$ for all $g \in \mathcal{G}$, and, moreover, $\mathcal{G}$ is maximal with respect to this property: if $\mathcal{N}$ is another subspace of $\mathcal{K}$ with $\mathcal{G} \subset \mathcal{N}$, then $\mathcal{G}=\mathcal{N}$, and
3. $\mathcal{G}$ is shift-invariant, i.e., whenever $g \in \mathcal{G}$ then the vector function $\widetilde{g}$ given by $\widetilde{g}(z)=z g(z)$ is also in $\mathcal{G}$.
Let us verify each of these conditions in turn:
(1): If $S=S_{0}+B_{O} Q B_{I}$ where $Q \in H_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$, then

$$
\begin{aligned}
{\left[\begin{array}{c}
M_{S} \\
I
\end{array}\right] B_{I}^{-1} H_{\mathcal{U}_{I}}^{2} } & =\left[\begin{array}{c}
M_{S_{0}}+M_{B_{O}} M_{Q} M_{B_{I}} \\
I
\end{array}\right] B_{I}^{-1} H_{\mathcal{U}_{I}}^{2} \\
& \subset\left[\begin{array}{c}
B_{O} \cdot M_{Q} \\
0
\end{array}\right] H_{\mathcal{U}_{I}}^{2}+\left[\begin{array}{c}
S_{0} B_{I}^{-1} \\
B_{I}^{-1}
\end{array}\right] H_{\mathcal{U}_{I}}^{2}\left(\text { since } M_{Q}: H_{\mathcal{U}_{I}}^{2} \rightarrow H_{\mathcal{U}_{O}}^{2}\right) \\
& =\mathcal{M}_{S_{0}, B_{I}, B_{O}}
\end{aligned}
$$

(2): If $S \in \mathcal{S}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$, then by the remarks above it follows that $\left\|M_{S}\right\|_{o p} \leq 1$. This is enough to imply that $\mathcal{G}$ is $\mathcal{K}$-maximal negative.
(3): Due to the intertwining properties of $M_{z}$ mentioned above, we have

$$
M_{z}\left[\begin{array}{c}
M_{S} \\
I
\end{array}\right] M_{B_{I}}^{-1} H_{\mathcal{U}_{I}}^{2}=\left[\begin{array}{c}
M_{S} \\
I
\end{array}\right] M_{B_{I}}^{-1} M_{z} H_{\mathcal{U}_{I}}^{2} \subset\left[\begin{array}{c}
M_{S} \\
I
\end{array}\right] B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}
$$

from which we see that $\mathcal{G}$ is invariant under $M_{z}$.
Conversely, one can show that if $\mathcal{G}$ is any subspace of $\mathcal{K}$ satisfying conditions (1), (2), (3) above, then $\mathcal{G}$ has the form $\mathcal{G}=\left[\begin{array}{c}M_{S} \\ I\end{array}\right] B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}$ with $S$ a solution of the BTS problem. Indeed, condition (2) forces $\mathcal{G}$ to be the graph space $\mathcal{G}=$ $\left[\begin{array}{c}X \\ I\end{array}\right] B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}$ for a contraction operator $X: B_{I}^{-1} H_{\mathcal{U}_{I}}^{2} \rightarrow L_{\mathcal{U}_{O}}^{2}$. Condition (3) then
forces $X$ to be a multiplier $X=M_{S}$ for some $S \in L_{\mathcal{U}_{I}, \mathcal{U}_{O}}^{\infty}$ and $\|X\| \leq 1$ implies that $\|S\|_{\infty} \leq 1$. Finally, condition (1) then forces $S$ to be of the form $S=S_{0}+B_{O} K B_{I}$ with $K \in H_{\mathcal{L}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)}^{\infty}$ from which we see that $S$ is solution of the BTS problem.

Elementary Kreŭn-space geometry implies that, if there exists a $\mathcal{G}$ satisfying conditions (1) and (2), then necessarily the orthogonal complement of $\mathcal{M}$ inside $\mathcal{K}$ with respect to the indefinite Kreĭn-space inner product must be a positive subspace:

$$
\begin{equation*}
\mathcal{P}:=\mathcal{P}_{S, B_{I}, B_{O}}=\mathcal{K} \ominus_{J} \mathcal{M}_{S, B_{I}, B_{O}} \text { is a positive subspace, } \tag{2.3}
\end{equation*}
$$

i.e., $[p, p]_{\mathcal{K}} \geq 0$ for all $p \in \mathcal{P}$.

We conclude that the subspace $\mathcal{P}:=\mathcal{P}_{S_{0}, B_{I}, B_{O}}$ being a positive subspace is a necessary condition for the existence of solutions to the BTS Problem. More explicitly one can work out that positivity of $\mathcal{P}$ in (2.3) is equivalent to contractivity of the Sarason model operator:

$$
\begin{equation*}
\left\|T_{S_{0}, B_{I}, B_{O}}\right\| \leq 1 \text { where } T_{S_{0}, B_{I}, B_{O}}=\left.P_{L_{\mathcal{U}_{O}}^{2} \ominus B_{O} H_{\mathcal{U}_{O}}^{2}} M_{S_{0}}\right|_{B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}} \tag{2.4}
\end{equation*}
$$

In terms of the BTNP formulation, condition (2.3) translates to positive semidefiniteness of the associated Pick matrix $\Lambda_{\mathfrak{D}_{B T N P}}$ :

$$
\Lambda_{\mathfrak{D}_{B T N P}}:=\left[\begin{array}{cc}
\Lambda_{I} & \left(\Lambda_{O I}\right)^{*}  \tag{2.5}\\
\Lambda_{O I} & \Lambda_{O}
\end{array}\right] \geq 0
$$

where
$\Lambda_{I}=\left[\frac{u_{i}^{*} u_{j}-v_{i} v_{j}^{*}}{1-\bar{w}_{i} w_{j}}\right], \quad\left[\Lambda_{O I}\right]_{i j}=\left\{\begin{array}{ll}\frac{x_{i} v_{j}-y_{i} u_{j}}{w_{j}-z_{i}} & \text { for } z_{i} \neq w_{j}, \\ \rho_{i j} & \text { for } z_{i}=w_{j}\end{array}, \Lambda_{O}=\left[\frac{x_{i} x_{j}^{*}-y_{i} y_{j}^{*}}{1-z_{i} \bar{z}_{j}}\right]\right.$.
To prove sufficiency of any of the three equivalent conditions (2.3), (2.4), (2.5), we must be able to show that solutions of the BTS problem exist when $\mathcal{P}$ is a positive subspace. Let us therefore suppose that the subspace $\mathcal{P}:=\mathcal{P}_{S, B_{I}, B_{O}}$ is a positive subspace of $\mathcal{K}$. Then any subspace $\mathcal{G}$ contained in $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$ which is maximal as a negative subspace of $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$ is also maximal as a negative subspace of $\mathcal{K}$ (i.e., $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$-maximal negative implies $\mathcal{K}$-maximal negative) and hence $\mathcal{G}$ satisfies conditions (1) and (2). The rub is to find such a $\mathcal{G}$ which also satisfies the shift-invariance condition (3).

It is at this point that we make a leap of faith and assume what is called in [9] the Beurling-Lax Axiom: there exists a (bounded) J-unitary function $\Theta(z)$ so that

$$
\begin{equation*}
\mathcal{M}_{S_{0}, B_{I}, B_{O}}=\Theta \cdot H_{\mathcal{U}}^{2} \tag{2.6}
\end{equation*}
$$

for some appropriate Kreĭn space $\mathcal{U}$. Thus we assume that $\mathcal{U}$ has a Kreĭn-space inner product induced by a fundamental decomposition $\mathcal{U}=\mathcal{U}_{+} \oplus \mathcal{U}_{-}$with $\mathcal{U}_{+}$a Hilbert space and $\mathcal{U}_{-}$an anti-Hilbert space. More concretely, we simply take $\mathcal{U}_{+}$ and $\mathcal{U}_{-}$to be Hilbert spaces and the Kreĭn-space inner product on $\mathcal{U}=\mathcal{U}_{+} \oplus \mathcal{U}_{-}$ is given by

$$
\left[\left[\begin{array}{c}
u_{+} \\
u_{-}
\end{array}\right],\left[\begin{array}{l}
u_{+} \\
u_{-}
\end{array}\right]\right]_{\mathcal{U}}=\left\|u_{+}\right\|_{\mathcal{U}_{+}}^{2}-\left\|u_{-}\right\|_{\mathcal{U}_{-}}^{2}
$$

The $J$-unitary property of $\Theta$ means that the values $\Theta(\zeta)$ of $\Theta$ are $J$-unitary for almost all $\zeta$ in the unit circle $\mathbb{T}$ (as a map between Kreı̆n coefficient spaces $\mathcal{U}$ and $\mathcal{U}_{O} \oplus \mathcal{U}_{I}$ with the inner product induced by $J_{K}=\left[\begin{array}{cc}I_{\mathcal{U}_{O}} & 0 \\ 0 & -I_{\mathcal{U}_{I}}\end{array}\right]$ ). It then follows that without loss of generality we may take $\mathcal{U}_{+}=\mathcal{U}_{O}$ and $\mathcal{U}_{-}=\mathcal{U}_{I}$. The crucial point is that then the operator $M_{\Theta}$ of multiplication by $\Theta$ is a Kreĭn-space isomorphism between $H_{\mathcal{U}}^{2}\left(\mathcal{U}=\mathcal{U}_{O} \oplus \mathcal{U}_{I}\right)$ and $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$, i.e., $M_{\Theta}$ maps $H_{\mathcal{U}}^{2}$ one-to-one and onto $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$ and preserves the respective Krĕn-space inner products:

$$
[\Theta u, \Theta u]_{\mathcal{K}}=[u, u]_{\mathcal{U}}
$$

and simultaneously intertwines the respective shift operators:

$$
M_{\Theta} M_{z}=M_{z} M_{\Theta}
$$

It turns out that if condition (2.3) holds, then any such $J$-unitary representer $\Theta$ for $\mathcal{M}$ is actually $J$-inner, i.e., $\Theta$ has meromorphic pseudocontinuation to the unit disk $\mathbb{D}$ such that the values $\Theta(z)$ are $J$-contractive at all points of analyticity $z$ inside the unit disk:

$$
J-\Theta(z)^{*} J \Theta(z) \geq 0 \text { for } z \in \mathbb{D}, \quad \Theta \text { analytic at } z
$$

Under the assumption that we have such a representation (2.6) for $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$, we can complete the solution of the $\mathbf{B T S}$ problem (under the assumption that the subspace $\mathcal{P}_{S_{0}, B_{I}, B_{O}}$ is a positive subspace) as follows. Since $M_{\Theta}: H_{\mathcal{U}}^{2} \rightarrow \mathcal{M}_{S_{0}, B_{I}, B_{O}}$ is a Krel̆n-space isomorphism, all the Krĕ̆n-space geometry is preserved. Thus a subspace $\mathcal{N}$ of $H_{\mathcal{U}}^{2}$ is maximal negative as a subspace of $H_{\mathcal{U}}^{2}$ if and only if its image $M_{\Theta} \mathcal{N}=\Theta \cdot \mathcal{N}$ is maximal negative as a subspace of $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$. Moreover, since $M_{z} M_{\Theta}=M_{\Theta} M_{z}$, we see that $\mathcal{N}$ is shift-invariant in $H_{\mathcal{U}}^{2}$ if and only if its image $\Theta \cdot \mathcal{N}$ is a shift-invariant subspace of $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$. From the observations made above, under the assumption that the subspace $\mathcal{P}_{S_{0}, B_{I}, B_{O}}$ is positive, getting a subspace $\mathcal{G}$ to satisfy conditions (1) and (2) in the Grassmannian reduction of the BTS problem is the same as getting $\mathcal{G} \subset \mathcal{M}_{S_{0}, B_{I}, B_{O}}$ to be maximal negative as a subspace of $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$. We conclude that $\mathcal{G}$ meets all three conditions (1), (2), (3) in the Grassmannian reduction of the BTS problem if and only if $\mathcal{G}=\Theta \cdot \mathcal{N}$ where $\mathcal{N}$ is maximal negative as a subspace of $H_{\mathcal{U}}^{2}$ and is shift invariant. But these subspaces are easy: they are just subspaces of the form $\mathcal{N}=\left[\begin{array}{c}M_{G} \\ I\end{array}\right] H_{\mathcal{U}_{I}}^{2}$ where $G$ is in the Schur class $\mathcal{S}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$. We conclude that $S$ solves the BTS problem if and only the graph $\mathcal{G}_{S}=\left[\begin{array}{c}M_{S} \\ I\end{array}\right] B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}$ satisfies

$$
\begin{align*}
{\left[\begin{array}{c}
M_{S} \\
I
\end{array}\right] B_{I}^{-1} \cdot H_{\mathcal{U}_{I}}^{2} } & =\Theta \cdot\left[\begin{array}{c}
M_{G} \\
I
\end{array}\right] H_{\mathcal{U}_{I}}^{2} \\
& =\left[\begin{array}{c}
\Theta_{11} G+\Theta_{12} \\
\Theta_{21} G+\Theta_{22}
\end{array}\right] \cdot H_{\mathcal{U}_{I}}^{2} \tag{2.7}
\end{align*}
$$

Next note that the operator $M_{\Theta}\left[\begin{array}{c}M_{G} \\ I\end{array}\right]$, as the composition of injective maps, is injective as an operator acting on $H_{\mathcal{U}_{0}}^{2}$. We claim that the bottom component $M_{\Theta_{21} G+\Theta_{22}}$ is already injective. Indeed, if $\left(\Theta_{21} G+\Theta_{22}\right) h=0$ for some nonzero
$h \in H_{\mathcal{U}_{I}}^{2}$, then $\left[\begin{array}{c}\left(\Theta_{11} G+\Theta_{12}\right) h \\ 0\end{array}\right]$ would be a strictly positive element of the negative subspace $\Theta\left[\begin{array}{c}G \\ I\end{array}\right] \cdot H_{\mathcal{U}_{I}}^{2}$, a contradiction. Thus $M_{\Theta_{21} G+\Theta_{22}}$ must be injective as claimed. From the identity of bottom components in (2.7), we see that multiplication by $\Theta_{21} G+\Theta_{22}$ maps $H_{\mathcal{U}_{I}}^{2}$ onto $B_{I}^{-1} H_{I}^{2}$. We conclude that the function $K:=B_{I}\left(\Theta_{21} G+\Theta_{22}\right)$ and its inverse are in $H_{\mathcal{L}\left(\mathcal{U}_{I}\right)}^{\infty}$. Then we may rewrite (2.7) as

$$
\begin{aligned}
{\left[\begin{array}{c}
S \\
I
\end{array}\right] B_{I}^{-1} \cdot H_{\mathcal{U}_{I}}^{2} } & =\left[\begin{array}{c}
\left(\Theta_{11} G+\Theta_{12}\right)\left(\Theta_{21} G+\Theta_{22}\right)^{-1} \\
I
\end{array}\right] B_{I}^{-1} K \cdot H_{\mathcal{U}_{I}}^{2} \\
& =\left[\begin{array}{c}
\left(\Theta_{11} G+\Theta_{12}\right)\left(\Theta_{21} G+\Theta_{22}\right)^{-1} \\
I
\end{array}\right] B_{I}^{-1} \cdot H_{\mathcal{U}_{I}}^{2}
\end{aligned}
$$

Thus for each $h \in B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}$ there is an element $h^{\prime}$ of $B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}$ such that

$$
\left[\begin{array}{c}
S \\
I
\end{array}\right] h=\left[\begin{array}{c}
\left(\Theta_{11} G+\Theta_{12}\right)\left(\Theta_{21} G+\Theta_{22}\right)^{-1} \\
I
\end{array}\right] h^{\prime}
$$

Equality of the bottom components forces $h=h^{\prime}$ and then equality of the top components for all $h$ leads to the linear-fractional parametrization for the set of solutions of the BTS problem: $S$ solves the BTS Problem if and only if $S$ has the form

$$
\begin{equation*}
S=\left(\Theta_{11} G+\Theta_{12}\right)\left(\Theta_{21} G+\Theta_{22}\right)^{-1} \tag{2.8}
\end{equation*}
$$

for a uniquely determined $G \in \mathcal{S}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$. In this way we arrive at the linearfractional parametrization of the set of all solutions appearing in the work of Nevanlinna [66] for the classical Nevanlinna-Pick interpolation problem and in the work of Adamjan-Arov-Krĕn [1] in the context of the Nehari-Takagi problem.
Remark 2.1. We note that the derivation of the linear-fractional parametrization (2.8) used essentially only coordinate-free Kreŭn-space geometry. It is also possible to arrive at this parametrization without any appeal to Kreı̆n-space geometry via working directly with properties of $J$-inner functions: see e.g. [17] where a winding number argument plays a key role, and [39] for an alternative reproducing-kernel method.

All the success of the preceding paragraphs is predicated on the validity of the so-called Beurling-Lax Axiom (2.6). Validity of the Beurling-Lax Axiom requires at a minimum that the subspace $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$ be a Krein space in the indefinite inner product inherited from $\mathcal{K}$. Unlike the Hilbert space case, this is not automatic (see e.g. [8, Section 1.7]). We say that the subspace $\mathcal{M}$ of the Kreĭn space $\mathcal{K}$ is regular if it is the case that $\mathcal{M}$ is itself a Kreĭn space with inner product inherited from $\mathcal{K}$; an equivalent condition is that $\mathcal{K}$ decomposes as an orthogonal (in the Kreĭn-space inner product) direct sum $\mathcal{K}=\mathcal{M} \oplus \mathcal{M}^{[\perp]}$ (where $\mathcal{M}^{[\perp]}$ is the orthogonal complement of $\mathcal{M}$ inside $\mathcal{K}$ with respect to the Kren̆-space inner product). For the Nevanlinna-Pick problem involving only finitely many interpolation conditions, regularity of $\mathcal{M}$ is automatic under the condition that the solution of the interpolation problem is not unique (completely indeterminate in the language of some authors). Nevertheless, even when the subspace $\mathcal{M}=$
$\mathcal{M}_{S_{0}, B_{I}, B_{O}}$ is regular in $\mathcal{K}=\left[\begin{array}{c}L_{\mathcal{U}_{O}}^{2} \\ B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}\end{array}\right]$, it can happen that only a weakened version of the Beurling-Lax Axiom holds. The following is one of the main results from [24] (see [56] for extensions to shift-invariant subspaces contractively included in $H_{\mathcal{U}}^{2}$ ).

Theorem 2.2. Suppose that $\mathcal{M}$ is a regular subspace of $L_{\mathcal{U}}^{2}$ (where $L_{\mathcal{U}}^{2}$ is considered to be a Kreĭn space in the indefinite inner product induced by the Krein-space inner product on the space of constants $\left.\mathcal{U}=\mathcal{U}_{O} \oplus \mathcal{U}_{I}\right)$. Then there exists a multiplier $\Theta$ with values in $\mathcal{L}(\mathcal{U})$ such that

1. $M_{\Theta \pm 1}: \mathcal{U} \rightarrow L_{\mathcal{U}}^{2}$,
2. $\Theta(\zeta)^{*} J \Theta(\zeta)=J$ for almost all $\zeta \in \mathbb{T}$ (where $J=\left[\begin{array}{cc}I_{U_{O}} & 0 \\ 0 & -I_{\mathcal{U}_{I}}\end{array}\right]$ ),
3. the densely defined operator $M_{\Theta} P_{H_{\mathcal{U}}^{2}} M_{\Theta^{-1}}=M_{\Theta} P_{H_{\mathcal{U}}^{2}} J M_{\Theta^{*}} J$ extends to define a bounded $J$-orthogonal projection operator on $L_{\mathcal{U}}^{2}$, and
4. the space $\mathcal{M}$ is equal to the closure of $\Theta \cdot\left(H_{\mathcal{U}}^{2}\right)_{0}$, where $\left(H_{\mathcal{U}}^{2}\right)_{0}$ is the space of analytic trigonometric polynomials $p(\zeta)=\sum_{k=0}^{n} u_{k} \zeta^{k}$ with coefficients $u_{k}$ in $\mathcal{U}(n=0,1,2, \ldots)$.
Conversely, whenever $\Theta$ is a multiplier satisfying conditions (1), (2), and (3) and the subspace $\mathcal{M}$ is defined via (4), then $\mathcal{M}$ is a regular subspace of $L_{\mathcal{U}}^{2}$ (with $J$-orthogonal projection onto $\mathcal{M}$ along $\mathcal{M}^{[\perp]}$ given by the bounded extension of $M_{\Theta^{-1}} P_{H_{\mathcal{U}}^{2}} M_{\Theta}$ onto all of $\left.L_{\mathcal{U}}^{2}\right)$.

This illustrates a general phenomenon in the Krel̆n-space setting in contrast with the Hilbert-space setting: there is no reason why unitary operators need be bounded. The moral of the story is: the Beurling-Lax Axiom does hold in case $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$ is a regular subspace of $\mathcal{K}$, but only with in general densely defined and unbounded Beurling-Lax representer $\Theta$. This technical detail in turn complicates the Kreĭn-space geometry argument given above leading to the existence and parametrization of the set of all solutions of the BTS Problem under the necessary condition (2.3) that the subspace $\mathcal{P}_{\mathcal{S}_{0}, B_{I}, B_{O}}$ be a positive subspace. This point was handled in [24] (and revisited in [29]) via an approximation argument using the fact that bounded functions are dense in any shift-invariant subspace of $H^{2}$.

Here we use an idea from [43] based on ingredient from the approach of Dym [39] to obtain a smoother derivation of the linear-fractional parametrization even for the case where the Beurling-Lax representer may be unbounded. The following lemma proves to be helpful.

Lemma 2.3. (See Lemma 2.3.1 in [43].) Let $\mathcal{K}$ be a Kreĭn space and let $\mathcal{M}$ be a regular subspace of $\mathcal{K}$ such that $\mathcal{M}^{[\perp]}$ is a positive subspace. If $\mathcal{G}$ is a maximal negative subspace of $\mathcal{K}$, then the following are equivalent:

1. $\mathcal{G} \subset \mathcal{M}$.
2. $P_{\mathcal{M}} \mathcal{G}^{[\perp]}$ is a positive subspace, where $P_{\mathcal{M}}$ is the $J$-orthogonal projection of $\mathcal{K}$ onto $\mathcal{M}$.

Now we suppose that $\mathcal{P}_{S_{0}, B_{I}, B_{O}}$ is a positive subspace (as is necessary for solutions to the BTS problem to exist) and that $S \in \mathcal{S}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$ is a solution. Thus $\mathcal{G}=\left[{ }_{I}^{S}\right] B_{I}^{-1} \cdot H_{\mathcal{U}_{I}}^{2}$ is maximal negative and contained in $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$. According to the lemma, this means that $P_{\mathcal{M}} \mathcal{G}^{[\perp]}$ is a positive subspace. By the result of Theorem 2.2 we know that $P_{\mathcal{M}}=M_{\Theta} J P_{H_{\mathcal{U}}^{2}} M_{\Theta *} J$ (formally unbounded but having bounded extension to the whole space). Also, an elementary computation gives

$$
\mathcal{G}^{[\perp]}=\left[\begin{array}{c}
I \\
P_{B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}} M_{S^{*}}
\end{array}\right] L_{\mathcal{U}_{O}}^{2} .
$$

Thus the condition (2) in Lemma 2.3 becomes

$$
\left\langle J M_{\Theta} J P_{H^{2}} M_{\Theta^{*}} J\left[\begin{array}{c}
I  \tag{2.9}\\
P_{B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}} M_{S^{*}}
\end{array}\right] f,\left[\begin{array}{c}
I \\
P_{B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}} M_{S^{*}}
\end{array}\right] f\right\rangle_{L^{2} \oplus B_{I}^{-1} H^{2}} \geq 0
$$

for all $f \in L_{\mathcal{U}_{O}}^{2}$. Since the range of $M_{\Theta}$ is contained in $\mathcal{M}$ which in turn is contained in $\left[\begin{array}{c}L_{\mathcal{U}_{O}}^{2} \\ B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}\end{array}\right]$, we see that the projection $P_{B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}}$ in (2.9) is removable. We can then rewrite (2.9) as

$$
\left\langle\left[\begin{array}{ll}
I & -M_{S}
\end{array}\right] M_{\Theta} J P_{H^{2}} M_{\Theta^{*}}\left[\begin{array}{c}
I \\
-M_{S^{*}}
\end{array}\right] f, f\right\rangle \geq 0
$$

Restricting to an appropriate dense domain and writing $F$ in place of $M_{F}$ for multiplication operators for simplicity, we arrive at the operator inequality

$$
\begin{align*}
0 & \leq\left[\begin{array}{ll}
\Theta_{11}-S \Theta_{21} & \Theta_{12}-S \Theta_{22}
\end{array}\right] P_{H^{2}}\left[\begin{array}{l}
\Theta_{11}^{*}-\Theta_{21}^{*} S^{*} \\
\Theta_{12}^{*}-\Theta_{22}^{*} S^{*}
\end{array}\right] \\
& =\left(\Theta_{11}-S \Theta_{21}\right) P_{H^{2}}\left(\Theta_{11}-S \Theta_{21}\right)^{*}-\left(\Theta_{12}-S \Theta_{22}\right) P_{H^{2}}\left(\Theta_{12}-S \Theta_{22}\right)^{*} \tag{2.10}
\end{align*}
$$

It is a consequence of the Commutant Lifting Theorem (in this form actually a version of the Leech Theorem-see [68]) that (2.10) implies that there is a Schurclass function written as $-G \in \mathcal{S}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$ so that

$$
\Theta_{12}-S \Theta_{22}=\left(\Theta_{11}-S \Theta_{21}\right)(-G)
$$

It is now a straightforward matter to solve for $S$ in terms of $G$ to arrive at

$$
\begin{equation*}
S=\left(\Theta_{11} G+\Theta_{12}\right)\left(\Theta_{21} G+\Theta_{22}\right)^{-1} \tag{2.11}
\end{equation*}
$$

Conversely the steps are reversible: for any Schur-class function $G \in \mathcal{S}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$, the formula (2.11) leads to a solution $S$ of the BTS problem. In this way we arrive at the linear-fractional parametrization (2.8) for the set of all solutions of the BTS problem even in the case where $\mathcal{M}$ is regular but its Beurling-Lax representer $\Theta$ is not bounded.

Remark 2.4. The case where $\mathcal{M}$ is regular is only a particular instance of the so-called "completely indeterminate case" where solutions of the BTS Problem exist having norm strictly less than 1 . In this case there is still a linear-fractional
parametrization of the set of all solutions of the form (2.8) even though the associated interpolation subspace $\mathcal{M}_{S_{0}, B_{I}, B_{O}}$ is not a regular subspace of $\mathcal{K}$; see [5].

## 3. State-space realization of the $J$-Beurling-Lax representer

Various authors ([40, 17]), perhaps beginning with Nudelman [67]) have noticed that the detailed interpolation conditions (2.1) can be written more compactly in aggregate form as

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{\mathbb{T}}(z I-Z)^{-1} X S(z) \mathrm{d} z=Y \\
& \frac{1}{2 \pi i} \int_{\mathbb{T}} S(z) U(z I-A)^{-1} \mathrm{~d} z=V  \tag{3.1}\\
& \frac{1}{2 \pi i} \int_{\mathbb{T}}(z I-Z)^{-1} X S(z) U(z I-A)^{-1} \mathrm{~d} z=\Gamma \tag{3.2}
\end{align*}
$$

where the collection of seven matrices $\mathfrak{D}_{B T O A}=(U, V, A, Z, X, Y, \Gamma)$ (the label BTOA refers to the bitangential operator-argument interpolation problem which is described below) is given by

$$
\begin{align*}
& X=\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{n_{O}}
\end{array}\right], \quad Y=\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{n_{O}}
\end{array}\right], \quad Z=\left[\begin{array}{lll}
z_{1} & & \\
& \ddots & \\
& & z_{n_{O}}
\end{array}\right] \\
& U=\left[\begin{array}{lll}
u_{1} & \cdots & u_{n_{I}}
\end{array}\right], \quad V=\left[\begin{array}{lll}
v_{1} & \cdots & v_{n_{I}}
\end{array}\right], \quad A=\left[\begin{array}{ll}
w_{1} & \\
& \ddots
\end{array}\right. \\
&  \tag{3.3}\\
& {[\Gamma]_{i j}=\left\{\begin{array}{ll}
\frac{x_{i} v_{j}-y_{i} u_{j}}{w_{j}-z_{i}} & \text { if } w_{j} \neq z_{i}, \\
\rho_{i j} & \text { if } w_{j}=z_{i}
\end{array}\right]}
\end{align*}
$$

The interpolation conditions expressed in this form (3.2) make sense even if the matrices $A$ and $Z$, while maintaining spectrum inside the unit disk, have more general Jordan canonical forms (i.e., are not diagonalizable); in this way we get a compact way of expressing higher order bitangential interpolation conditions. By expanding the resolvent operators inside the contour integrals in Laurent series, it is not hard to see that we can rewrite the interpolation/moment conditions in (3.2) in the form

$$
\begin{equation*}
P_{H_{\mathcal{U}_{O}^{2}}^{2 \perp}} M_{S} \widehat{\mathcal{O}}_{U, A}^{b}=\widehat{\mathcal{O}}_{V, A}^{b},\left.\quad \widehat{\mathcal{C}}_{Z, X}^{b} M_{S}\right|_{H_{\mathcal{U}_{I}}^{2}}=\widehat{\mathcal{C}}_{Z, Y}^{b}, \quad \widehat{\mathcal{C}}_{Z, X}^{b} P_{H_{\mathcal{U}_{O}}^{2}} M_{S} \widehat{\mathcal{O}}_{U, A}^{b}=\Gamma \tag{3.4}
\end{equation*}
$$

where $\widehat{\mathcal{O}}_{U, A}^{b}: \mathbb{C}^{n_{I}} \rightarrow H_{\mathcal{U}_{I}}^{2 \perp}$ and $\widehat{\mathcal{O}}_{V, A}^{b}: \mathbb{C}^{n_{I}} \rightarrow H_{\mathcal{U}_{O}}^{2 \perp}$ are the backward-time observation operators given by

$$
\begin{aligned}
& \widehat{\mathcal{O}}_{U, A}^{b}: x \mapsto U(z I-A)^{-1} x=\sum_{n=1}^{\infty}\left(U A^{n-1} x\right) z^{-n} \\
& \widehat{\mathcal{O}}_{V, A}^{b}: x \mapsto V(z I-A)^{-1} x=\sum_{n=1}^{\infty}\left(V A^{n-1} x\right) z^{-n}
\end{aligned}
$$

and where $\widehat{\mathcal{C}}_{Z, X}^{b}: H_{\mathcal{U}_{I}}^{2} \rightarrow \mathbb{C}^{n o}, \widehat{\mathcal{C}}_{Z, Y}^{b}: H_{\mathcal{U}_{I}}^{2} \rightarrow \mathbb{C}^{n o}$ are the backward-time control operators given by

$$
\widehat{\mathcal{C}}_{Z, X}^{b}: f(z)=\sum_{n=0}^{\infty} f_{n} z^{n} \mapsto \sum_{n=0}^{\infty} Z^{n} X f_{n}, \quad \widehat{\mathcal{C}}_{Z, Y}^{b}: g(z)=\sum_{n=0}^{\infty} g_{n} z^{n} \mapsto \sum_{n=0}^{\infty} Z^{n} Y g_{n}
$$

The terminology is suggested from the following connections with linear systems. Given a discrete-time state-output linear system running in backwards time with specified initial condition at time $n=0$

$$
\begin{align*}
x(n) & =A x(n+1)  \tag{3.5}\\
y(n) & =C x(n+1)
\end{align*}, \quad x(0)=x_{0}
$$

the resulting output string $\{y(n)\}_{n=-1,-2, \ldots}$ is given by

$$
y(-n)=C A^{n-1} x_{0} \text { for } \mathrm{n}=1,2, \ldots
$$

It is natural to let $\mathcal{O}_{C, A}^{b}$ denote the time-domain backward-time observation operator given by

$$
\mathcal{O}_{C, A}^{b}: x \mapsto\{y(n)\}_{n=-1,-2, \ldots}=\left\{C A^{-n-1} x\right\}_{n=-1,-2, \ldots}
$$

Upon taking $Z$-transform $\{y(n)\} \mapsto \widehat{y}(z)=\sum_{n \in \mathbb{Z}} y(n) z^{n}$, we arrive at the frequen-cy-domain backward-time observation operator $\widehat{\mathcal{O}}_{C, A}^{b}$ given by

$$
\widehat{\mathcal{O}}_{C, A}^{b}: x \mapsto \widehat{y}(z)=\sum_{n=1}^{\infty}\left(C A^{n-1} x\right) z^{-n}=C(z I-A)^{-1} x
$$

In these computations we assumed that the matrix $A$ has spectrum inside the disk; we conclude that $C(z I-A)^{-1} x \in H_{\mathcal{U}_{O}}^{2 \perp}$ when viewed as a function on the circle; note that $C(z I-A)^{-1} x$ is rational with all poles inside the disk and vanishes at infinity.

Similarly, given a discrete-time input-state linear system running in backwards time

$$
\begin{equation*}
x(n)=Z x(n+1)+X u(n+1) \tag{3.6}
\end{equation*}
$$

where we assume that $x(n)=0$ for $n \geq N$ and $u(n)=0$ for all $n>N$ for some large $N$, solving the recursion successively for $x(N-1), x(N-2), \ldots, x(0)$ leads
to the formula

$$
x(0)=\sum_{k=0}^{\infty} Z^{k} X u(k)=\left[\begin{array}{llll}
X & Z X & Z^{2} X & \cdots
\end{array}\right]\left[\begin{array}{c}
u(0) \\
u(1) \\
u(2) \\
\vdots
\end{array}\right] .
$$

As $Z$ by assumption has spectrum inside the unit disk, the matrix

$$
\left[\begin{array}{llll}
X & Z X & Z^{2} X & \cdots
\end{array}\right]
$$

initially defined only on input strings having finite support, extends to the space of all $\mathcal{U}_{I}$-valued $\ell^{2}$ input-strings $\ell_{\mathcal{U}_{I}}^{2}$. It is natural to define the frequency-domain backward-time control operator $\mathcal{C}_{Z, X}^{b}$ by

$$
\mathcal{C}_{Z, X}^{b}:\{u(n)\}_{n \geq 0} \mapsto\left[\begin{array}{llll}
X & Z X & Z^{2} X & \ldots
\end{array}\right]\left[\begin{array}{c}
u(0) \\
u(1) \\
u(2) \\
\vdots
\end{array}\right]
$$

Application of the inverse $Z$-transform to $\{u(n)\}_{n=0,1,2, \ldots}$ then leads us to the frequency-domain backward-time control operator $\widehat{C}_{Z, X}^{b}: H_{\mathcal{U}_{I}}^{2} \rightarrow \mathbb{C}^{n_{O}}$ given by

$$
\widehat{\mathcal{C}}_{Z, X}^{b}: u(z)=\sum_{n=0}^{\infty} u(n) z^{n} \mapsto \sum_{n=0}^{\infty} Z^{n} X u(n)
$$

The next step is to observe that conditions (3.4) make sense even if the data set $\mathfrak{D}_{B T O A}$ does not consist of matrices. Instead, we now view $X, Y, Z, U, V, A, \Gamma$ as operators

$$
\begin{align*}
& X: \mathcal{U}_{O} \rightarrow \mathcal{X}_{L}, \quad Y: \mathcal{U}_{I} \rightarrow \mathcal{X}_{L}, \quad Z: \mathcal{X}_{L} \rightarrow \mathcal{X}_{L} \\
& U: \mathcal{X}_{R} \rightarrow \mathcal{U}_{I}, \tag{3.7}
\end{align*} \quad V: \mathcal{X}_{R} \rightarrow \mathcal{U}_{O}, \quad A: \mathcal{X}_{R} \rightarrow \mathcal{X}_{R}, \quad \Gamma: \mathcal{X}_{R} \rightarrow \mathcal{X}_{L} .
$$

Note that when the septet $(X, Y, Z, U, V, A, \Gamma)$ is of the form as in (3.3), then the Sylvester equation

$$
\begin{equation*}
\Gamma A-Z \Gamma=X V-Y U \tag{3.8}
\end{equation*}
$$

is satisfied. To avoid degeneracies, it is natural to impose some additional controllability and observability assumptions. The full set of admissibility requirements is as follows.

Definition 3.1. Given a septet of operators $\mathfrak{D}_{B T O A}:=(X, Y, Z, U, V, A, \Gamma)$ as in (3.7), we say that $\mathfrak{D}_{\text {BTOA }}$ is admissible if the following conditions are satisfied:

1. $(X, Z)$ is a stable exactly controllable input pair, i.e., $\widehat{\mathcal{C}}_{Z, X}^{b}$ defines a bounded operator from $H_{\mathcal{U}_{I}}^{2}$ into $\mathcal{X}_{L}$ with range equal to the whole space $\mathcal{X}_{L}$.
2. $(U, A)$ is a stable exactly observable output pair, i.e., $\widehat{\mathcal{O}}_{U, A}^{b}$ maps the state space $\mathcal{X}_{R}$ into $H_{\mathcal{U}_{I}}^{2 \perp}$ and is bounded below:

$$
\left\|\widehat{\mathcal{O}}_{U, A}^{b} x\right\|_{H_{\mathcal{U}_{I}}^{2 \perp}}^{2} \geq \delta\|x\|_{\mathcal{X}_{R}}^{2} \text { for some } \delta>0
$$

3. The operator $\Gamma$ is a solution of the Sylvester equation (3.8).

We can now formulate the promised bitangential operator-argument interpolation problem.

Problem BTOA (Bitangential Operator Argument Interpolation Problem): Given an admissible operator-argument interpolation data set $\mathfrak{D}_{\text {BTOA }}$ as described in Definition 3.1, find a function $S$ in the Schur class $\mathcal{S}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$ which satisfies the interpolation conditions (3.4).

It can be shown that there is a bijection between BTS data sets $\mathfrak{D}_{B T S}=$ $\left\{S_{0}, B_{I}, B_{O}\right\}$ and admissible BTOA data sets $\mathfrak{D}_{B T O A}(3.7)$ so that the corresponding interpolation problems BTS and BTOA have exactly the same set of solutions. For the rational matrix-valued case, details can be found in [17] (see Theorem 16.9.3 there); the result for the general case can be worked out using these ideas and the results from [30].

Let us now suppose that $\mathfrak{D}_{B T S}=\left\{S_{0}, B_{I}, B_{O}\right\}$ and $\mathfrak{D}_{B T O A}$ (3.7) are equivalent in this sense. Then the subspace $\mathcal{M}_{S_{0}, B_{I}, B_{O}}(2.2)$ is the subspace of $L_{\mathcal{U}_{O}}^{2} \oplus$ $B_{I}^{-1} H_{\mathcal{U}_{I}}^{2}$ spanned by the graph spaces $\left[{ }_{I}^{S}\right] B_{I}^{-1} \cdot H_{\mathcal{U}_{I}}^{2}$ of solutions $S$ of the interpolation problem BTS. Hence this same subspace can be expressed as the span $\mathcal{M}_{B T O A}$ of the graph spaces of all solutions $S$ of the interpolation problem BTOA. One can work out that $\mathcal{M}_{B T O A}$ can be expressed directly in terms of the data set $\mathfrak{D}_{\text {BTOA }}$ as:

$$
\begin{align*}
\mathcal{M}_{B T O A}=\{ & \widehat{\mathcal{O}}_{\left[\begin{array}{l}
V \\
b
\end{array}\right], A} x+\left[\begin{array}{l}
f_{+} \\
f_{-}
\end{array}\right]: x \in \mathcal{X}_{R},\left[\begin{array}{l}
f_{+} \\
f_{-}
\end{array}\right] \in H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2} \\
& \text { such that } \left.\widehat{\mathcal{C}}_{Z,[X-Y]}^{b}\left[\begin{array}{l}
f_{+} \\
f_{-}
\end{array}\right]=\Gamma x\right\} . \tag{3.9}
\end{align*}
$$

Remark 3.2. For the representation of general shift-invariant subspaces in terms of null-pole data developed in [30], the coupling operator $\Gamma$ in general is only a closed (possibly unbounded) operator with dense domain in $\mathcal{X}_{R}$. In the context of the BTOA interpolation problem as we have here, from the last of the interpolation conditions (3.4) we see that $\Gamma$ is bounded whenever the BTOA interpolation problem has solutions. Therefore for the discussion here we may avoid the complications of unbounded $\Gamma$ and always assume that $\Gamma$ is bounded.

By the analysis of the previous section, we see that parametrization of the set of all solutions of the BTOA interpolation problem follows from a $J$-Beurling-Lax representation for the subspace $\mathcal{M}_{B T O A}(3.9)$ as in Theorem 2.2. Toward this end we have the following result; we do not go into details here but the main ingredients can be found [30] (see Corollary 6.4, Theorem 6.5 and Theorem 7.1 there).

Theorem 3.3. Let $\mathfrak{D}_{B T O A}$ be an admissible bitangential operator-argument interpolation data set as in Definition 3.1 and let $\mathcal{M}_{B T O A}$ be the associated shift-invariant subspace as in (3.9). Then:

1. $\mathcal{M}_{\text {BTOA }}$ is regular as a subspace of the Kreĭn space $L_{\mathcal{U}_{O}}^{2} \oplus B_{I}^{-1} \cdot H_{\mathcal{U}_{I}}^{2}$, or equivalently, as a subspace of the Kreĭn space $L_{\mathcal{U}_{O}}^{2} \oplus L_{\mathcal{U}_{I}}^{2}$ (both with the indefinite inner product induced by $J=\left[\begin{array}{cc}I_{\mathcal{U}_{O}} & 0 \\ 0 & -I_{\mathcal{U}_{I}}\end{array}\right]$ ) if and only if the operator
$\Lambda_{B T O A}:=\left[\begin{array}{cc}-\left(\widehat{\mathcal{O}}_{\left[\begin{array}{l}V \\ U\end{array}\right], A}\right)^{*} J \widehat{\mathcal{O}}_{\left[\begin{array}{l}V \\ b\end{array}\right], A} & \Gamma^{*} \\ \Gamma & \widehat{\mathcal{C}}_{Z,[X-Y]}^{b} J\left(\widehat{\mathcal{C}}_{Z,[X-Y]}^{b}\right)^{*}\end{array}\right]:\left[\begin{array}{c}\mathcal{X}_{R} \\ \mathcal{X}_{L}\end{array}\right] \rightarrow\left[\begin{array}{c}\mathcal{X}_{R} \\ \mathcal{X}_{L}\end{array}\right]$
is invertible.
2. The subspace

$$
\mathcal{P}_{B T O A}:=\mathcal{K} \ominus_{J} \mathcal{M}_{B T O A} \text { where } \mathcal{K}=\left[\begin{array}{cc}
\widehat{\mathcal{O}}_{V, A}^{b} & 0 \\
0 & \widehat{\mathcal{O}}_{U, A}^{b}
\end{array}\right] \mathcal{X}_{R} \oplus\left[\begin{array}{c}
H_{\mathcal{U}_{o}}^{2} \\
H_{\mathcal{U}_{I}}^{2}
\end{array}\right]
$$

is a positive subspace if and only the the BTOA Pick matrix $\Lambda_{B T O A}$ as in (3.10) is positive semidefinite.
3. Assume that $\Lambda_{B T O A}$ is invertible. Then a Beurling-Lax representer $\Theta$ for $\mathcal{M}_{\text {BTOA }}$ has bidichotomous realization

$$
\Theta(z)=\left[\begin{array}{c}
V  \tag{3.11}\\
U
\end{array}\right](z I-A)^{-1} \mathbf{B}_{-}+\mathbf{D}+z\left[\begin{array}{l}
X^{*} \\
Y^{*}
\end{array}\right]\left(I-z Z^{*}\right)^{-1} \mathbf{B}_{+}
$$

where the operators appearing in (3.11) not specified in the data set $\mathfrak{D}_{\text {BTOA }}$, namely $\mathbf{B}_{-}, \mathbf{B}_{+}$, and $\mathbf{D}$, are constructed so that the operator

$$
\left.\left[\begin{array}{c}
\mathbf{B}_{-} \\
\mathbf{B}_{+} \\
\mathbf{D}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{U}_{O} \\
\mathcal{U}_{I}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\mathcal{X}_{R} \\
\mathcal{X}_{L} \\
\mathcal{U}_{O} \\
\mathcal{U}_{I}
\end{array}\right]\right]
$$

is a J-unitary isomorphism from $\left[\begin{array}{l}\mathcal{U}_{0} \\ \mathcal{U}_{I}\end{array}\right]$ onto $\operatorname{Ker} \Psi \subset \mathcal{X}_{R} \oplus \mathcal{X}_{L} \oplus\left[\begin{array}{l}\mathcal{U}_{0} \\ \mathcal{U}_{I}\end{array}\right]$, where $\Psi=\left[\begin{array}{ccc}\Gamma & -Z \widehat{\mathcal{C}}_{Z,[X-Y]}^{b} J\left(\widehat{\mathcal{C}}_{Z,[X-Y]}^{b}\right)^{*} & {\left[\begin{array}{cc}-X Y\end{array}\right]} \\ -A^{*}\left(\widehat{\mathcal{O}}_{\left[\begin{array}{l}V \\ U\end{array}\right], A}\right)^{*} J \widehat{\mathcal{O}}_{\left[\begin{array}{l}V \\ U\end{array}\right]} & -\Gamma^{*} & {\left[-V^{*} U^{*}\right]}\end{array}\right]$,
and where $\mathcal{X}_{R} \oplus \mathcal{X}_{L} \oplus\left[\begin{array}{l}\mathcal{U}_{O} \\ \mathcal{U}_{I}\end{array}\right]$ carries the indefinite inner product induced by the selfadjoint operator

$$
\mathcal{J}:=\left[\begin{array}{ccc}
\left(\mathcal{O}_{\left[\begin{array}{l}
V \\
U
\end{array}\right], A}^{b}\right)^{*} J \widehat{\mathcal{O}}_{\left[\begin{array}{l}
b \\
U
\end{array}\right], A} & 0 & 0 \\
0 & \widehat{\mathcal{C}}_{Z,[X-Y]}^{b} J\left(\widehat{\mathcal{C}}_{Z,[X-Y]}^{b}\right)^{*} & 0 \\
0 & 0 & J
\end{array}\right]
$$

In case $\Lambda_{B T O A}$ in (3.4) is also positive definite, then $\Theta$ parametrizes all solutions of the BTOA interpolation problem via the formula (2.8) with free parameter $G \in \mathcal{S}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$.

Remark 3.4. The idea for the derivation of the formula (3.11) for the BeurlingLax representer $\Theta$ for the subspace $\mathcal{M}_{B T O A}$ in Theorem 3.3 goes back to [24]: $\Theta$, when viewed as an operator from the Krein space of constant functions $\mathcal{U}_{O} \oplus \mathcal{U}_{I}$
into the Krĕ̆n space of functions $L_{\mathcal{U}_{O}}^{2} \oplus L_{\mathcal{U}_{I}}^{2}$ is a Kreŭn-space isomorphism from $\mathcal{U}_{O} \oplus \mathcal{U}_{I}$ to the wandering subspace $\mathcal{L}:=M_{z}\left(\mathcal{M}_{B T O A}\right)^{[\perp]} \cap \mathcal{M}_{B T O A}$. Similar statespace realizations hold for affine Beurling-Lax representations (or the Beurling-Lax Theorem for the Lie group $G L(n, \mathbb{C})$ in the terminology of [25]). Here one is given a pair of subspaces $\left(\mathcal{M}, \mathcal{M}^{\times}\right)$such that $\mathcal{M}$ is forward shift invariant, $\mathcal{M}^{\times}$is backward shift invariant, $\mathcal{M}$ and $\mathcal{M}^{\times}$form a direct-sum decomposition for $\mathcal{L}_{\mathcal{U}}^{2}$, and one seeks an invertible operator function $\Theta$ on the circle $\mathbb{T}$ so that $\mathcal{M}=\Theta \cdot H_{\mathcal{U}}^{2}$ and $\mathcal{M}^{\times}=\Theta \cdot H_{\mathcal{U}}^{2 \perp}$. State-space implementations for the Beurling-Lax representer $\Theta$ where $\mathcal{M}$ and $\mathcal{M}^{\times}$are assumed to have representations of the form (3.9) are worked out in [30] (see also [17, Theorem 5.5.2] and [16] for the rational matrixvalued case).

Remark 3.5. When we consider the result of Theorem 3.3 for the case of matricial data, arguably the solution is not as explicit as one would like; one must find a $J$-orthonormal basis for a certain finite-dimensional regular subspace of $L_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2}$. One can explain this as follows. In this general setting, no assumptions are made on the locations of the poles (i.e., the spectrum of $A$ inside the unit disk and the reflection of the spectrum of $Z$ to outside the disk) and zeros (i.e., the spectrum of $Z$ and the reflection of the spectrum of $A$ to outside the disk) in the extended complex plane; hence there is no global chart with respect to which one can set up coordinates. This issue can be resolved in several ways. For example, one could specify a point $\zeta_{0}$ on the unit circle at which no interpolation conditions are specified, and demand that $\Theta\left(\zeta_{0}\right)$ be some given $J$-unitary matrix (e.g., $I_{\mathcal{U}_{\circ} \oplus \mathcal{U}_{I}}$ (see e.g. Theorem 7.5.2 in [17]); however in the case of infinite-dimensional data it is possible for $Z$ and $A$ to have spectrum including the whole unit circle thereby making this approach infeasible. Alternatively, one might assume that both $A$ and $Z$ are invertible (no interpolation conditions at the point 0 ) in which case Theorem 7.1.7 in [17] gives a more explicit formula for $\Theta$. A difficulty for numerical implementation of the formulas is the challenge of inverting the Pick matrix in these formulas; this difficulty was later addressed by adapting the use of fast recursive algorithms for the inversion of structured matrices by Olshevsky and his collaborators (see e.g. [59, 60]).

### 3.1. A special case: left tangential operator-argument interpolation

We now discuss the special case of Theorem 3.3 where there are only left tangential interpolation conditions present (so the right-side state space $\mathcal{X}_{R}=\{0\}$ is trivial). In this case the bitangential operator-argument interpolation data set $\mathfrak{D}_{\text {BTOA }}$ consisting of seven operators collapses to a left tangential operator-argument data set $\mathfrak{D}_{\text {LTOA }}$ consisting of only three operators

$$
\mathfrak{D}_{L T O A}=\{X, Y, Z\} \text { where } X: \mathcal{U}_{O} \rightarrow \mathcal{X}_{L}, \quad Y: \mathcal{U}_{I} \rightarrow \mathcal{X}_{L}, \quad Z: \mathcal{X}_{L} \rightarrow \mathcal{X}_{L}
$$

the interpolation problem collapses to just the second of the conditions (3.4) which can be written also in more succinct left-tangential operator-argument form

$$
\begin{equation*}
(\widehat{X S})^{\wedge L}(Z):=\sum_{n=0}^{\infty} Z^{n} X S_{n}=Y \tag{3.12}
\end{equation*}
$$

(here $S_{n}(n=0,1,2, \ldots)$ are the Taylor coefficients of $S: S(z)=\sum_{n=0}^{\infty} S_{n} z^{n}$ for $z \in \mathbb{D})$. The shift-invariant subspace $\mathcal{M}_{B T O A}$ collapses to the left-tangential version

$$
\begin{align*}
\mathcal{M}_{L T O A} & =\left\{\left[\begin{array}{l}
f_{+} \\
f_{-}
\end{array}\right]: \widehat{\mathcal{C}}_{Z,[X-Y]}^{b}\left[\begin{array}{l}
f_{+} \\
f_{-}
\end{array}\right]=0\right\} \\
& =\operatorname{Ker} \widehat{\mathcal{C}}_{Z,[X-Y]}^{b} \subset H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2} \tag{3.13}
\end{align*}
$$

and where the solution criterion $\Lambda_{B T O A} \geq 0$ collapses to

$$
\Lambda_{L T O A}:=\widehat{\mathcal{C}}_{Z,[X-Y]}^{b} J\left(\widehat{\mathcal{C}}_{Z,[X-Y]}^{b}\right)^{*} \geq 0
$$

In the regular case (which we now assume), we have in addition that $\Lambda_{L T O A}$ is invertible. It follows that $H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2} \ominus_{J} \mathcal{M}_{L T O A}$ is given by

$$
\begin{aligned}
H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2} \ominus_{J} \mathcal{M}_{L T O A} & =\operatorname{Ran}\left(\widehat{\mathcal{C}}_{Z,[X-Y]}^{b}\right)^{*} J \\
& =\operatorname{Ran} \widehat{\mathcal{O}}_{\left[\begin{array}{c}
X^{*} \\
Y^{*}
\end{array}\right], Z^{*}}^{f}:=\left\{\left[\begin{array}{c}
X^{*} \\
Y^{*}
\end{array}\right]\left(I-z Z^{*}\right)^{-1} x: x \in \mathcal{X}_{L}\right\} .
\end{aligned}
$$

To simplify the notation let us introduce the quantities

$$
C=\left[\begin{array}{l}
X^{*}  \tag{3.14}\\
Y^{*}
\end{array}\right], \quad A=Z^{*}
$$

so that we may write $\widehat{\mathcal{O}}_{C, A}^{f}$ rather than the more cumbersome $\widehat{\mathcal{O}}_{\left[\begin{array}{c}X^{*} \\ Y^{*}\end{array}\right], Z^{*}}$ and write simply $\mathcal{M}$ for $\mathcal{M}_{L T O A}$ and $\mathcal{M}^{[\perp]}$ for $H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2} \ominus_{J} \mathcal{M}_{L T O A}$. Then the regularity of $\mathcal{M}$ and the positivity of $\Lambda_{L T O A}$ can be expressed as

$$
\Lambda_{L T O A}=\left(\widehat{\mathcal{O}}_{C, A}^{f}\right)^{*} J \widehat{\mathcal{O}}_{C, A}^{f}>0
$$

If we impose the positive-definite inner product induced by $\Lambda_{L T O A}$ on $\mathcal{X}_{L}$, then the map

$$
\begin{equation*}
\iota: x \mapsto \mathcal{O}_{C, A}^{f} \tag{3.15}
\end{equation*}
$$

is a Kreĭn-space isomorphism between $\mathcal{X}_{L}$ and $\mathcal{M}^{[\perp]}$. If we set

$$
\begin{equation*}
K(z, w)=C(I-z A)^{-1} \Lambda^{-1}\left(I-\bar{w} A^{*}\right)^{-1} C^{*} \tag{3.16}
\end{equation*}
$$

(with $\Lambda=\Lambda_{L T O A}$ ), then one can use the $J$-unitary property of the map $\iota$ (3.15) to compute, for $f(z)=\left(\widehat{\mathcal{O}}_{C, A}^{f} x\right)(z)=C(I-z A)^{-1} x, w \in \mathbb{D}$ and $u \in \mathcal{U}_{O} \oplus \mathcal{U}_{I}$,

$$
\begin{aligned}
\langle J f, K(\cdot, w) u\rangle_{H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2}} & =\left\langle\Lambda x, \Lambda^{-1}\left(I-\bar{w} A^{*}\right)^{-1} C^{*} u\right\rangle_{\mathcal{X}_{L}} \\
& =\left\langle C(I-w A)^{-1} x, u\right\rangle_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}} \\
& =\langle f(w), u\rangle_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}
\end{aligned}
$$

from which we see that $K(z, w)$ is the reproducing kernel for the space $\mathcal{M}^{[\perp]}$. On the other hand, if we construct $\left[\begin{array}{l}\mathbf{B} \\ \mathbf{D}\end{array}\right]$ so that

$$
\left[\begin{array}{cc}
A & \mathbf{B}  \tag{3.17}\\
C & \mathbf{D}
\end{array}\right]\left[\begin{array}{cc}
\Lambda^{-1} & 0 \\
0 & J
\end{array}\right]\left[\begin{array}{ll}
A^{*} & C^{*} \\
\mathbf{B}^{*} & \mathbf{D}^{*}
\end{array}\right]=\left[\begin{array}{cc}
\Lambda^{-1} & 0 \\
0 & J
\end{array}\right]
$$

and set

$$
\Theta(z)=\mathbf{D}+z C(I-z A)^{-1} \mathbf{B}
$$

then $\Theta$ is $J$-inner with associated kernel $K_{\Theta}(z, w)$ satisfying

$$
K_{\Theta}(z, w):=\frac{J-\Theta(z) J \Theta(w)^{*}}{1-z \bar{w}}=C(I-z A)^{-1} \Lambda^{-1}\left(I-\bar{w} A^{*}\right)^{-1} C^{*}=K(z, w)
$$

where $K(z, w)$ is as in (3.16). From this it is possible to show that the closure of $\Theta \cdot\left(H_{\mathcal{U}}^{2}\right)_{0}$ is exactly $\left(\mathcal{M}^{[\perp]}\right)^{[\perp]}=\mathcal{M}$, i.e., the $J$-Beurling-Lax representer for $\mathcal{M}$ can be constructed in this way. To make the construction of $\left[\begin{array}{l}\mathbf{B} \\ \mathbf{D}\end{array}\right]$, note that solving (3.17) for $\mathbf{B}$ and $\mathbf{D}$ amounts to solving the $J$-Cholesky factorization problem

$$
\left[\begin{array}{l}
\mathbf{B}  \tag{3.18}\\
\mathbf{D}
\end{array}\right] J\left[\begin{array}{ll}
\mathbf{B}^{*} & \mathbf{D}^{*}
\end{array}\right]=\left[\begin{array}{cc}
\Lambda^{-1} & 0 \\
0 & J
\end{array}\right]-\left[\begin{array}{l}
A \\
C
\end{array}\right] \Lambda^{-1}\left[\begin{array}{ll}
A^{*} & C^{*}
\end{array}\right]
$$

An amusing exercise is to check that this recipe is equivalent to that in Theorem 3.3 when specialized to the case where $\mathcal{X}_{R}=\{0\}$.

## 4. Extensions and generalizations of the Grassmannian method

The CBMS monograph [49] and the survey article [9] mention various adaptations of the Grassmannian method to other sorts of interpolation and extension problems. We also mention the Grassmannian version of the abstract band method (including the Tagaki version where one seeks a solution in a generalized Schur class (the kernel $K_{S}(z, w)=\left[I-S(z) S(w)^{*}\right] /(1-z \bar{w})$ is required to have a most some number $\kappa$ of negative squares rather than to be a positive kernel)) worked out in [53]. Also the Grassmannian approach certainly influenced the theory of timevarying interpolation developed in [18, 19, 20]. Moreover, one can argue that the Grassmannian approach to interpolation, in particular the point of view espoused in [27], foreshadowed the behavioral formulation and solution of the $H^{\infty}$-control problem (see [58, 71]). Here we discuss some more recent extensions of the Grassmannian method to several variable contexts.

### 4.1. Interpolation problems for multipliers on the Drury-Arveson space

A multivariable generalization of the Szegö kernel much studied of late is the positive kernel

$$
k_{d}(\boldsymbol{\lambda}, \boldsymbol{\zeta})=\frac{1}{1-\langle\boldsymbol{\lambda}, \boldsymbol{\zeta}\rangle}
$$

on $\mathbb{B}^{d} \times \mathbb{B}^{d}$, where $\mathbb{B}^{d}=\left\{\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{d}\right) \in \mathbb{C}^{d}:\langle\boldsymbol{\lambda}, \boldsymbol{\lambda}\rangle<1\right\}$ is the unit ball of the $d$-dimensional Euclidean space $\mathbb{C}^{d}$ and $\langle\boldsymbol{\lambda}, \boldsymbol{\zeta}\rangle$ is the standard inner product in $\mathbb{C}^{d}$. The reproducing kernel Hilbert space $H\left(k_{d}\right)$ associated with $k_{d}$ is called
the Drury-Arveson space (also denoted as $H_{d}^{2}$ ) and acts as a natural multivariable analogue of the Hardy space $H^{2}$ of the unit disk. The many references on this topic include $[38,6,7,2,31,42,46,57]$.

For $\mathcal{Y}$ an auxiliary Hilbert space, we consider the tensor product Hilbert space $H_{\mathcal{Y}}\left(k_{d}\right):=H\left(k_{d}\right) \otimes \mathcal{Y}$ whose elements can be viewed as $\mathcal{Y}$-valued functions in $H\left(k_{d}\right)$. Then $H_{\mathcal{Y}}\left(k_{d}\right)$ has the following characterization:

$$
\begin{equation*}
H_{\mathcal{Y}}\left(k_{d}\right)=\left\{f(\boldsymbol{\lambda})=\sum_{\mathbf{n} \in \mathbb{Z}_{+}^{d}} f_{\mathbf{n}} \boldsymbol{\lambda}^{\mathbf{n}}:\|f\|^{2}=\sum_{\mathbf{n} \in \mathbb{Z}_{+}^{d}} \frac{\mathbf{n}!}{|\mathbf{n}|!} \cdot\left\|f_{\mathbf{n}}\right\|_{\mathcal{Y}}^{2}<\infty\right\} \tag{4.1}
\end{equation*}
$$

Here and in what follows, we use standard multivariable notations: for multiintegers $\mathbf{n}=\left(n_{1}, \ldots, n_{d}\right) \in \mathbb{Z}_{+}^{d}$ and points $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{d}\right) \in \mathbb{C}^{d}$ we set

$$
\begin{equation*}
|\mathbf{n}|=n_{1}+n_{2}+\ldots+n_{d}, \quad \mathbf{n}!=n_{1}!n_{2}!\ldots n_{d}!, \quad \lambda^{\mathbf{n}}=\lambda_{1}^{n_{1}} \lambda_{2}^{n_{2}} \ldots \lambda_{d}^{n_{d}} \tag{4.2}
\end{equation*}
$$

For coefficient Hilbert spaces $\mathcal{U}$ and $\mathcal{Y}$, the operator-valued Drury-Arveson Schurmultiplier class $\mathcal{S}_{d}(\mathcal{U}, \mathcal{Y})$ is defined to be the space of functions $S$ holomorphic on the unit ball $\mathbb{B}^{d}$ with values in the space of operators $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ such that the multiplication operator

$$
M_{S}: f(\boldsymbol{\lambda}) \rightarrow S(\boldsymbol{\lambda}) \cdot f(\boldsymbol{\lambda})
$$

maps $H_{\mathcal{U}}\left(k_{d}\right)$ contractively into $H_{\mathcal{Y}}\left(k_{d}\right)$, or equivalently, the associated multivariable de Branges-Rovnyak kernel

$$
\begin{equation*}
K_{S}(\boldsymbol{\lambda}, \boldsymbol{\zeta}):=\frac{I-S(\boldsymbol{\lambda}) S(\boldsymbol{\zeta})^{*}}{1-\langle\boldsymbol{\lambda}, \boldsymbol{\zeta}\rangle} \tag{4.3}
\end{equation*}
$$

should be a positive kernel.
Let $\mathbf{A}=\left(A_{1}, \ldots, A_{d}\right)$ be a commutative $d$-tuple of bounded, linear operators on the Hilbert space $\mathcal{X}$. If $C \in \mathcal{L}(\mathcal{X}, \mathcal{Y})$, then the pair $(C, \mathbf{A})$ is said to be outputstable if the associated observation operator

$$
\widehat{\mathcal{O}}_{C, \mathbf{A}}: x \mapsto C\left(I-\lambda_{1} A_{1}-\cdots-\lambda_{d} A_{d}\right)^{-1} x
$$

maps $\mathcal{X}$ into $H_{\mathcal{Y}}\left(k_{d}\right)$, or equivalently (by the closed graph theorem), the observation operator is bounded. Just as in the single-variable case (see (3.5)), there is a system-theoretic interpretation for this operator, but now in the context of multidimensional systems (see [12] for details). We can then pose the Drury-Arveson space version of the left-tangential operator-argument interpolation (LTOA) problem formulated in Subsection 3.1 by replacing the unit disk $\mathbb{D}$ by the unit ball $\mathbb{B}^{d}$ and the Schur class $\mathcal{S}(\mathcal{U}, \mathcal{Y})$ by the Drury-Arveson Schur-multiplier class $\mathcal{S}_{d}(\mathcal{U}, \mathcal{Y})$.
Problem LTOA (Left Tangential Operator Argument Interpolation Problem): Let $\mathcal{U}_{I}, \mathcal{U}_{O}$ and $\mathcal{X}$ be Hilbert spaces and suppose that we are given the data set $(\mathbf{Z}, X, Y)$ with $\mathbf{Z}=\left(Z_{1}, \cdots, Z_{d}\right) \in \mathcal{L}\left(\mathcal{X}, \oplus_{1}^{d} \mathcal{X}\right), X \in \mathcal{L}\left(\mathcal{U}_{O}, \mathcal{X}\right), Y \in \mathcal{L}\left(\mathcal{U}_{I}, \mathcal{X}\right)$ such that $(\mathbf{Z}, X)$ is an input stable pair, or, $\left(X^{*}, \mathbf{Z}^{*}\right)$ is an output stable pair. Find $S \in$ $\mathcal{S}_{d}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$ such that

$$
\begin{equation*}
\left(\widehat{\mathcal{O}}_{X^{*}, \mathbf{Z}^{*}}\right)^{*} M_{S}=\left(\widehat{\mathcal{O}}_{Y^{*}, \mathbf{Z}^{*}}\right)^{*} \tag{4.4}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
(\widehat{X S})^{\wedge L}(\mathbf{Z})=Y \tag{4.5}
\end{equation*}
$$

where the multivariable left tangential operator-argument point-evaluation is given by

$$
(\widehat{X S})^{\wedge L}(\mathbf{Z})=\sum_{n \in \mathbb{Z}_{+}^{d}} \mathbf{Z}^{n} X S_{n}
$$

Here $S(z)=\sum_{n \in \mathbb{Z}_{+}^{d}} z^{n}$ is the multivariable Taylor series for $S$ and we use the commutative multivariable notation

$$
\mathbf{Z}^{n}=Z_{1}^{n_{1}} \cdots Z_{d}^{n_{d}} \text { for } n=\left(n_{1}, \ldots, n_{d}\right) \in \mathbb{Z}_{+}^{d}
$$

We note that this and related interpolation problems were studied in [11] by using techniques from reproducing kernel Hilbert spaces, Schur-complements and isometric extensions borrowed from the work of $[39,55,54]$; here we show how the problem can be handled via the Grassmannian approach.

As a motivation for this formalism, we consider a simple example: take $\mathcal{U}_{I}=$ $\mathcal{U}_{O}=\mathbb{C}, X=\left[\begin{array}{c}1 \\ 1 \\ \vdots \\ i\end{array}\right], Y=\left[\begin{array}{c}w_{1} \\ w_{1} \\ \vdots \\ w_{N}\end{array}\right], \mathbf{Z}=\left(Z_{1}, \cdots, Z_{d}\right)$ with $Z_{j}=\left[\begin{array}{ccc}\lambda_{j}^{(1)} & & \\ & \lambda_{j}^{(2)} & \\ & & \\ & & \ddots \\ & & \\ & & \lambda_{j}^{(N)}\end{array}\right]$,
where $j=1, \cdots, d$ and where $\lambda^{(i)}=\left(\lambda_{1}^{(i)}, \ldots, \lambda_{d}^{(i)}\right) \in \mathbb{B}^{d}$ for $i=1, \cdots, N$. Then the LTOA problem collapses to Nevanlinna-Pick-type interpolation problem for Drury-Arveson space multipliers, as studied in [64, 4, 37, 31]: for given points $\lambda^{(1)}, \ldots, \lambda^{(N)}$ in the ball $\mathbb{B}^{d}$ and given complex numbers $w_{1}, \ldots, w_{N}$, find $S \in \mathcal{S}_{d}$ so that

$$
S\left(\lambda^{(i)}\right)=w_{i} \quad \text { for } \quad i=1, \cdots, N
$$

We transform the problem to projective coordinates (following the Grassmannian approach) as follows. We identify the Drury-Arveson-space multiplier $S \in \mathcal{S}_{d}$ with its graph to convert the nonhomogeneous interpolation conditions to homogeneous interpolation conditions for the associated subspaces (i.e., we projectivize the problem). Then one checks that the function $S \in \mathcal{S}_{d}$ is a solution of the LTOA problem if and only if its graph $\mathcal{G}:=\left[\begin{array}{c}M_{S} \\ I\end{array}\right] H\left(k_{d}\right) \subset\left[\begin{array}{c}H\left(k_{d}\right) \\ H\left(k_{d}\right)\end{array}\right]$ satisfies:

1. $\mathcal{G}$ is a subspace of $\mathcal{M}=\left\{f \in\left[\begin{array}{l}H\left(k_{d}\right) \\ H\left(k_{d}\right)\end{array}\right]:\left[\begin{array}{ll}1 & -w_{i}\end{array}\right] f\left(\lambda^{i}\right)=0\right.$ for $i=$ $1, \cdots, N\}$ (and hence also is a subspace of the Kreĭn space $\mathcal{K}=\left[\begin{array}{c}H\left(k_{d}\right) \\ H\left(k_{d}\right)\end{array}\right]$ with $J=\left[\begin{array}{ll}I_{H\left(k_{d}\right)} & \\ & -I_{H\left(k_{d}\right)}\end{array}\right]$ ),
2. $\mathcal{G}$ is maximal negative in $\mathcal{K}$ and
3. $\mathcal{G}$ is $M_{\lambda_{k}}$ invariant for $k=1, \cdots, d$.

Conversely, if $\mathcal{G}$ as a subspace of $\left[\begin{array}{c}H\left(k_{d}\right) \\ H\left(k_{d}\right)\end{array}\right]$ satisfies (1), (2), (3), then $\mathcal{G}$ is in the form of $\left[\begin{array}{c}M_{S} \\ I\end{array}\right] H_{\mathcal{U}_{I}}\left(k_{d}\right)$ for a solution $S$ of the interpolation problem. Thus the LTOA
interpolation problem translates to the problem of finding subspaces $\mathcal{G}$ of $\left[\begin{array}{c}H\left(k_{d}\right) \\ H\left(k_{d}\right)\end{array}\right]$ which satisfy the conditions (1), (2), (3) above.

For the general LTOA problem, the analysis is similar. One can see that $S \in \mathcal{S}_{d}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$ solves the LTOA problem if and only if its graph $\mathcal{G}:=\left[\begin{array}{c}S \\ I\end{array}\right] \cdot H_{\mathcal{U}_{I}}\left(k_{d}\right)$ satisfies the following conditions:

1. $\mathcal{G} \subset \mathcal{M}$ where

$$
\mathcal{M}=\left\{f \in H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}\left(k_{d}\right):\left(\left[\begin{array}{ll}
X & \left.-Y] f)^{\wedge L}(\mathbf{Z})=\mathbf{0}\right\}, ~ \tag{4.6}
\end{array}\right.\right.\right.
$$

where $H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}\left(k_{d}\right)=\left[\begin{array}{c}H_{\mathcal{U}_{O}}\left(k_{d}\right) \\ H_{\mathcal{U}_{I}}\left(k_{d}\right)\end{array}\right]$.
2. $\mathcal{G}$ is $J$-maximal negative subspace of $H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}\left(k_{d}\right)$, where $J=I_{H_{\mathcal{U}_{O}}\left(k_{d}\right)} \oplus$ $-I_{H_{\mathcal{U}_{I}\left(k_{d}\right)}}$.
3. $\mathcal{G}$ is invariant under $M_{\lambda_{k}}, k=1,2 \ldots d$.

Just as in the single-variable case, we see that a necessary condition for solutions to exist is that the analogue of (2.3) holds:

$$
\begin{equation*}
\mathcal{P}:=H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}\left(k_{d}\right) \ominus_{J} \mathcal{M} \text { is a positive subspace of } H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}\left(k_{d}\right) \tag{4.7}
\end{equation*}
$$

Given that (4.7) holds, we see that solutions $\mathcal{G}$ of (1), (2), (3) above amount to subspaces $\mathcal{G}$ of $\mathcal{M}$ which are maximal negative as subspaces of $\mathcal{M}(\mathcal{M}$-maximal negative) and which are shift invariant. These in turn can be parametrized if $\mathcal{M}$ has a suitable $J$-Beurling-Lax representer. For the Hilbert space setting $(J=I)$, there is a Beurling-Lax representation theorem (see $[6,57,46,12,15]$ ): given a closed shift-invariant subspace $\mathcal{M}$ of $H_{\mathcal{U}}\left(k_{d}\right)$, there is a suitable Hilbert space $\mathcal{U}^{\prime}$ and a Schur-class multiplier $\mathcal{S}_{d}\left(\mathcal{U}^{\prime}, \mathcal{U}\right)$ so that the orthogonal projection $P_{\mathcal{M}}$ of $H_{\mathcal{U}}\left(k_{d}\right)$ onto $\mathcal{M}$ is given by $P_{\mathcal{M}}=M_{\Theta}\left(M_{\Theta}\right)^{*}$. Unlike the single-variable case $(d=1)$, in general one cannot take $M_{\Theta}$ to be an isometry, but rather, $M_{\Theta}$ is only a partial isometry.

An analogous result holds in the $J$-setting as follows, as can be seen by following the construction sketched in Subsection 3.1 for the single-variable case. In general we say that an operator $T$ between two Krey̆n spaces $\mathcal{K}^{\prime}$ and $\mathcal{K}$ is a (possibly unbounded) Kreĭn-space partial isometry if $T^{[*]} T$ and $T T^{[*]}$ (where $T^{[*]}$ is the adjoint of $T$ with respect to the Kreĭn-spaces indefinite inner products) are bounded $J$-self-adjoint projection operators on $\mathcal{K}^{\prime}$ and $\mathcal{K}$ respectively.

Theorem 4.1. (See Theorem 3.3.2 in [43].) Suppose that $\mathcal{M}$ is a regular subspace of $H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}\left(k_{d}\right)$. Then there is a coefficient Kreĭn space $\mathcal{E}$ and a (possibly unbounded) Drury-Arveson multiplier $\Theta$ so that $M_{\Theta}$ is a (possibly unbounded) Kreĭn-space partial isometry with final projection operator (the bounded extension of $\left.M_{\Theta} J_{\mathcal{E}} M_{\Theta}^{*} J\right)$ equal to the $J$-orthogonal projection of $H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}\left(k_{d}\right)$ onto $\mathcal{M}$. In case condition (4.7) holds, then one can take $\mathcal{E}$ to have the form $\left(\mathcal{U}_{O, \text { aug }} \oplus \mathcal{U}_{O}\right) \oplus \mathcal{U}_{I}$ with $J_{\mathcal{E}}=I_{\mathcal{U}_{0, a u g}} \oplus \mathcal{U}_{O} \oplus-I_{\mathcal{U}_{I}}$ for a suitable augmentation Hilbert space $\mathcal{U}_{0, \text { aug }}$.

If $\mathcal{M}$ comes from a LTOA interpolation problem as in (4.6), then condition (4.7) holds if and only if

$$
\Lambda:=\left(\widehat{\mathcal{O}}_{\left[\begin{array}{c}
X^{*}  \tag{4.8}\\
Y^{*}
\end{array}\right], \mathbf{Z}^{*}}\right)^{*} J \widehat{\mathcal{O}}_{\left[\begin{array}{l}
X^{*} \\
Y^{*}
\end{array}\right], \mathbf{Z}^{*}} \geq 0
$$

Then $\mathcal{M}$ is regular if and only if $\Lambda$ is strictly positive and then the set of all solutions $S$ of the LTOA interpolation problem is given by formula (2.8) where now the free parameter $G$ sweeps the Drury-Arveson Schur class $\mathcal{S}_{d}\left(\mathcal{U}_{I}, \mathcal{U}_{O, \text { aug }} \oplus \mathcal{U}_{O}\right)$. Moreover, a realization formula for the representer $\Theta$ is given by

$$
\Theta(\boldsymbol{\lambda})=\mathbf{D}+C\left(I-\lambda_{1} A_{1}-\cdots-\lambda_{d} A_{d}\right)^{-1}\left(\lambda_{1} \mathbf{B}_{1}+\cdots+\lambda_{d} \mathbf{B}_{d}\right)
$$

where the nonbold components of the matrix

$$
\mathbf{U}=\left[\begin{array}{cc}
A & \mathbf{B} \\
C & \mathbf{D}
\end{array}\right]=\left[\begin{array}{cc}
A_{1} & \mathbf{B}_{1} \\
\vdots & \vdots \\
A_{d} & \mathbf{B}_{d} \\
C & \mathbf{D}
\end{array}\right]
$$

are given by

$$
A=\left[\begin{array}{c}
Z_{1}^{*} \\
\vdots \\
Z_{d}^{*}
\end{array}\right], \quad C=\left[\begin{array}{c}
X^{*} \\
Y^{*}
\end{array}\right]
$$

while the bold components are given via solving the J-Cholesky factorization problem:

$$
\left[\begin{array}{l}
\mathbf{B} \\
\mathbf{D}
\end{array}\right] J\left[\begin{array}{ll}
\mathbf{B}^{*} & \mathbf{D}^{*}
\end{array}\right]=\left[\begin{array}{cc}
\oplus_{k=1}^{d} \Lambda^{-1} & 0 \\
0 & J
\end{array}\right]-\left[\begin{array}{c}
A \\
C
\end{array}\right] \Lambda^{-1}\left[\begin{array}{ll}
A^{*} & C^{*}
\end{array}\right] .
$$

Remark 4.2. The major new feature in the multivariable setting compared to the single-variable case is that $\Theta$ is only a (possibly unbounded) partial $J$-isometry rather a $J$-unitary map. Nevertheless, there is still a correspondence (2.8) between maximal negative subspaces in the model (or parameter) Krein space ( $\mathcal{U}_{O, \text { aug }} \oplus$ $\left.\mathcal{U}_{O}\right) \oplus \mathcal{U}_{I}$ and $\mathcal{M}$-maximal negative subspaces of $\mathcal{M} \subset H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}\left(k_{d}\right)$, but with the price that the solution $S$ no longer uniquely determines the associated free parameter $G$. Roughly, what makes this work is that the construction guarantees that Ker $M_{\Theta}$ is necessarily a positive subspace of $H_{\left(\mathcal{U}_{O, \text { aug }} \oplus \mathcal{U}_{O}\right) \oplus \mathcal{U}_{I}}\left(k_{d}\right)$. Verification of this correspondence for the unbounded case can be done analogously to the single-variable case by use of the Drury-Arveson-space Leech theorem which in turn follows from the Commutant Lifting Theorem for the Drury-Arveson-spaces multipliers (see [62, 31, 36]).

### 4.2. Interpolation problems for multianalytic functions on the Fock space

Recently there has been much interest in noncommutative function theory and associated multivariable operator theory and multidimensional system theory, spurred on by a diverse collection of applications too numerous to mention in any depth here. Let us just point out that there are at least three points of view: (1) formal
power series in freely noncommuting indeterminates [21, $63,62,32,33,13]$, (2) functions in $d$ noncommuting operators acting on some fixed infinite-dimensional separable Hilbert space $[22,23,10]$, and (3) functions of $d N \times N$-matrix arguments where the size $N=1,2,3, \ldots$ is arbitrary $[3,52,41,50,51]$.

We restrict our discussion here to the noncommutative version of the DruryArveson Schur class, elements of which first appeared in the work of Popescu [61] as the characteristic functions of row contractions. This Schur class consists of formal power series in a set of noncommuting indeterminates which define contractive multipliers between (unsymmetrized) vector-valued Fock spaces. To introduce this setting, let $\{1, \ldots, d\}$ be an alphabet consisting of $d$ letters and let $\mathcal{F}_{d}$ be the associated free semigroup generated by the letters $1, \ldots, d$ consisting of all words $\gamma$ of the form $\gamma=i_{N} \cdots i_{1}$, where each $i_{k} \in\{1, \ldots, d\}$ and where $N=1,2, \ldots$ For $\gamma=i_{N} \cdots i_{1} \in \mathcal{F}_{d}$ we set $|\gamma|:=N$ to be the length of the word $\gamma$. Multiplication of two words $\gamma=i_{N} \cdots i_{1}$ and $\gamma^{\prime}=j_{N^{\prime}} \cdots j_{1}$ is defined via concatenation:

$$
\gamma \gamma^{\prime}=i_{N} \cdots i_{1} j_{N^{\prime}} \cdots j_{1}
$$

The empty word $\emptyset$ is included in $\mathcal{F}_{d}$ and acts as the unit element for this multiplication; by definition $|\emptyset|=0$. We let $z=\left(z_{1}, \ldots, z_{d}\right)$ be a $d$-tuple of freely noncommuting indeterminates with associated noncommutative formal monomials $z^{\gamma}=z_{i_{N}} \cdots z_{i_{1}}$ if $\gamma=i_{N} \cdots i_{1} \in \mathcal{F}_{d}$.

For a Hilbert space $\mathcal{U}$, we define the associated Fock space $H_{\mathcal{U}}^{2}\left(\mathcal{F}_{d}\right)$ to consist of formal power series in the set of noncommutative indeterminates $z=\left(z_{1}, \ldots, z_{d}\right)$

$$
\widehat{u}(z)=\sum_{\gamma \in \mathcal{F}_{d}} u(\gamma) z^{\gamma}
$$

satisfying the square-summability condition on the coefficients:

$$
\sum_{\gamma \in \mathcal{F}_{d}}\|u(\gamma)\|_{\mathcal{U}}^{2}<\infty
$$

Given two coefficient Hilbert spaces $\mathcal{U}$ and $\mathcal{Y}$, we define the noncommutative Schur class $\mathcal{S}_{n c, d}(\mathcal{U}, \mathcal{Y})$ to consist of formal power series with operator coefficients

$$
S(z)=\sum_{\gamma \in \mathcal{F}_{d}} S_{\gamma} z^{\gamma}
$$

such that the noncommutative multiplication operator

$$
M_{S}: \widehat{u}(z)=\sum_{\gamma \in \mathcal{F}_{d}} u(\gamma) z^{\gamma} \mapsto S(z) \cdot \widehat{u}(z):=\sum_{\gamma \in \mathcal{F}_{d}}\left(\sum_{\alpha, \beta \in \mathcal{F}_{d}: \alpha \beta=\gamma} S_{\alpha} u(\beta)\right) z^{\gamma}
$$

defines a contraction operator from $H_{\mathcal{U}}^{2}\left(\mathcal{F}_{d}\right)$ into $H_{\mathcal{Y}}^{2}\left(\mathcal{F}_{d}\right)$.
One can view elements $S$ of the noncommutative Schur class $\mathcal{S}_{n c, d}(\mathcal{U}, \mathcal{Y})$ as defining functions of $d$ noncommuting arguments and then set up noncommutative analogues of Nevanlinna-Pick interpolation problems as follows. Given a (not necessarily commutative) $d$-tuple of bounded operators $\mathbf{A}=\left(A_{1}, \ldots, A_{d}\right)$ on a

Hilbert space $\mathcal{X}$ together with an output operator $C: \mathcal{X} \rightarrow \mathcal{Y}$, let us say that the output-pair $(C, \mathbf{A})$ is output stable if the noncommutative observation operator

$$
\widehat{\mathcal{O}}_{C, \mathbf{A}}^{n c}: x \mapsto C\left(I-z_{1} A_{1}-\cdots-z_{d} A_{d}\right)^{-1} x=\sum_{\gamma \in \mathcal{F}_{d}}\left(C \mathbf{A}^{\gamma} x\right) z^{\gamma}
$$

maps $\mathcal{X}$ into the Fock space $H_{\mathcal{Y}}^{2}\left(\mathcal{F}_{d}\right)$; here we use the noncommutative multivariable notation:

$$
\mathbf{A}^{\gamma}=A_{i_{N}} \cdots A_{i_{1}} \text { if } \gamma=i_{N} \cdots i_{1} \in \mathcal{F}_{d} \text { with } A^{\emptyset}=I_{\mathcal{X}}
$$

If $\left(\mathbf{Z}=\left(Z_{1}, \ldots, Z_{d}\right), X\right)$ is a multivariable input-pair (so $Z_{j}$ acts on a state space $\mathcal{X}$ and $X$ is an input operator mapping an input space $\mathcal{U}_{I}$ into $\mathcal{X}$ ) such that the output-pair $\left(X^{*}, \mathbf{Z}^{*}=\left(Z_{1}^{*}, \ldots, Z_{d}^{*}\right)\right)$ is output-stable, then $\widehat{\mathcal{O}}_{X^{*}, \mathbf{Z}^{*}}^{n c}$ maps $\mathcal{X}$ boundedly into $H_{\mathcal{U}_{I}}^{2}\left(\mathcal{F}_{d}\right)$ and hence its adjoint $\left(\widehat{\mathcal{O}}_{X^{*} \mathbf{Z}^{*}}^{n c}\right)^{*}$ maps $H_{\mathcal{U}_{I}}^{2}\left(\mathcal{F}_{d}\right)$ boundedly into $\mathcal{X}$ : in this case we say that the input pair $(\mathbf{Z}, X)$ is input-stable. We can use such operators to define interpolation conditions on a noncommutative Schur-class function.

Problem ncLTOA (noncommutative Left Tangential Operator Argument Interpolation Problem): Let $\mathcal{U}_{I}, \mathcal{U}_{O}, \mathcal{X}$ be Hilbert spaces. Suppose that we are given the data set $(\mathbf{Z}, x, Y)$ with $\mathbf{Z}=\left(Z_{1}, \ldots, Z_{d}\right)$ with each $Z_{j} \in \mathcal{L}(\mathcal{X}), X \in \mathcal{L}\left(\mathcal{U}_{O}, \mathcal{X}\right)$, $Y \in \mathcal{L}\left(\mathcal{U}_{I}, \mathcal{X}\right)$ such that $(\mathbf{Z}, X)$ is a stable input pair. Find $S \in \mathcal{S}_{n c, d}\left(\mathcal{U}_{I}, \mathcal{U}_{O}\right)$ such that

$$
\begin{equation*}
\left(\widehat{\mathcal{O}}_{X^{*}, \mathbf{Z}^{*}}^{n c}\right)^{*} M_{S}=\left(\widehat{\mathcal{O}}_{Y^{*}, \mathbf{Z}^{*}}^{n c}\right)^{*} \tag{4.9}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
(\widehat{X S})^{\wedge L, n c}(\mathbf{Z})=Y \tag{4.10}
\end{equation*}
$$

where the noncommutative left tangential operator-argument point-evaluation is given by

$$
(\widehat{X S})^{\wedge L, n c}(\mathbf{Z})=\sum_{\gamma \in \mathcal{F}_{d}} \mathbf{Z}^{\gamma^{\top}} X S_{\gamma} \text { if } S(z)=\sum_{\gamma \in \mathcal{F}_{d}} S_{\gamma} z^{\gamma}
$$

Here we use the notation $\gamma^{\top}$ for the transpose of the word $\gamma: \gamma^{\top}=i_{1} \cdots i_{N}$ if $\gamma=i_{N} \cdots i_{1}$.

Problems of this sort have been studied in the literature, e.g. in [64, 35, 10]. The solution of the ncLTOA problem via the Grassmannian approach proceeds in a completely analogous fashion as in the commutative case. In this setting, the shift-invariant subspaces are subspaces of $H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2}\left(\mathcal{F}_{d}\right)$ which are invariant under the right creation operators

$$
R_{z_{k}}: f(z)=\sum_{\gamma \in \mathcal{F}_{d} f_{\gamma} z^{\gamma}} \mapsto f(z) z_{k}=\sum_{\gamma \in \mathcal{F}_{d}} f_{\gamma} z^{\gamma \cdot k}
$$

for $k=1, \ldots, d$. We view $H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2}\left(\mathcal{F}_{d}\right)$ is a Krĕ̆n space in the indefinite inner product induced by $J=\left[\begin{array}{cc}I_{\mathcal{U}_{O}} & 0 \\ 0 & -I_{\mathcal{U}_{I}}\end{array}\right]$. Graph spaces $\mathcal{G}=\left[\begin{array}{c}M_{S} \\ I\end{array}\right] H_{\mathcal{U}_{I}}^{2}\left(\mathcal{F}_{d}\right)$ of solutions
$S$ of the ncLTOA interpolation problem are characterized by the condition: $\mathcal{G}$ is a $H_{\mathcal{U}_{O \oplus \mathcal{U}_{I}}^{2}}^{2}\left(\mathcal{F}_{d}\right)$-maximal negative subspace of

$$
\mathcal{M}:=\left\{f \in H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2}\left(\mathcal{F}_{d}\right):\left(\left[\begin{array}{ll}
X & -Y \tag{4.11}
\end{array}\right] f\right)^{\wedge L, n c}(\mathbf{Z})=0\right\}
$$

which is also shift-invariant. The Pick matrix condition

$$
\begin{equation*}
H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2} \ominus_{J} \mathcal{M} \text { is a positive subspace } \tag{4.12}
\end{equation*}
$$

is necessary for solutions to exist; conversely, if (4.12) holds, then it suffices to look for any shift-invariant subspace $\mathcal{G}$ contained in $\mathcal{M}(\mathcal{M}$ as in (4.11)) which is maximal negative as a subspace of $\mathcal{M}$. Such subspaces $\mathcal{G}=\left[\begin{array}{c}M_{S} \\ I\end{array}\right] \cdot H_{\mathcal{U}_{I}}^{2}\left(\mathcal{F}_{d}\right)$ can be parametrized via the linear-fractional formula (2.8) (where now the free parameter $G$ is in the noncommutative Schur class $\mathcal{S}_{n c, d}\left(\mathcal{U}_{I}, \mathcal{U}_{O, \text { aug }} \oplus \mathcal{U}_{O}\left(\mathcal{F}_{d}\right)\right)$ if there is a suitable $J$-Beurling-Lax representation for $\mathcal{M}$. For the case $J=I$, such BeurlingLax representations (with $M_{\Theta}$ isometric rather than merely partially isometric) have been known for some time (see [61, 65]); we note that the paper [13] derives the $J=I$ Beurling-Lax theorem for the Fock-space setting from the point of view which we have here, where the shift-invariant subspace $\mathcal{M}$ is presented as the kernel of an operator of the form $\left(\widehat{\mathcal{O}}_{C, A}^{n c}\right)^{*}$. Adaptation of this construction to the $J$-case (with the complication that $M_{\Theta}$, while $J$-isometric, may be unbounded) is carried out in [43]. The following theorem summarizes the results for solving the ncLTOA interpolation problem via the Grassmannian approach.

Theorem 4.3. Suppose that $\mathcal{M}$ is a regular subspace of $H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2}\left(\mathcal{F}_{d}\right)$. Then there is a coefficient Kreĭn space $\mathcal{E}$ and a (possibly unbounded) noncommutative Schur-class multiplier $S$ so that $M_{S}$ is a (possibly unbounded) Kreĭn-space isometry with the bounded extension of $M_{\Theta} M_{\mathcal{E}} M_{\Theta}^{*} J$ equal to the (bounded) J-orthogonal projection of $H_{\mathcal{U}_{O} \oplus \mathcal{U}_{I}}^{2}\left(\mathcal{F}_{d}\right)$ onto $\mathcal{M}$. In case condition (4.12) holds, then one can take $\mathcal{E}$ to have the form $\left(\mathcal{U}_{O, \text { aug }} \oplus \mathcal{U}_{O}\right) \oplus \mathcal{U}_{I}$ with $J_{\mathcal{E}}=I_{\mathcal{U}_{O, a u g} \oplus \mathcal{U}_{1}} \oplus-I_{\mathcal{U}_{I}}$.

If $\mathcal{M}$ comes from a ncLTOA interpolation problem as in (4.11), then condition (4.12) holds if and only if

$$
\Lambda:=\left(\begin{array}{c}
\widehat{\mathcal{O}}^{n c}\left[\begin{array}{c}
X^{*} \\
Y^{*}
\end{array}\right], \mathbf{Z}^{*}
\end{array}\right)^{*} J \widehat{\mathcal{O}}_{\left[\begin{array}{l}
X^{*}  \tag{4.13}\\
Y^{*}
\end{array}\right], \mathbf{Z}^{*}}^{n c} \geq 0
$$

Then $\mathcal{M}$ is regular if and only if $\Lambda$ is strictly positive and then the set of all solutions $S$ of the ncLTOA interpolation problem is given by formula (2.8) where now the free parameter $G$ is in the noncommutative Schur class $\mathcal{S}_{n c, d}\left(\mathcal{U}_{I}, \mathcal{U}_{O, \text { aug }} \oplus\right.$ $\left.\mathcal{U}_{O}\right)$. Moreover, a realization formula for the representer $\Theta$ is given by

$$
\Theta(z)=\mathbf{D}+C\left(I-z_{1} A_{1}-\cdots-z_{d} A_{d}\right)^{-1}\left(z_{1} \mathbf{B}_{1}+\cdots+z_{d} \mathbf{B}_{d}\right)
$$

where the associated colligation matrix

$$
\mathbf{U}=\left[\begin{array}{ll}
A & \mathbf{B} \\
C & \mathbf{D}
\end{array}\right]=\left[\begin{array}{cc}
A_{1} & \mathbf{B}_{1} \\
\vdots & \vdots \\
A_{d} & \mathbf{B}_{d} \\
C & \mathbf{D}
\end{array}\right]
$$

is constructed via the same recipe as given in Theorem 4.1, the one distinction now being that the d-tuple $\mathbf{Z}=\left(Z_{1}, \ldots, Z_{d}\right)$ is no longer assumed to be commutative.

We note that not all multivariable interpolation problems succumb to the Grassmannian/Beurling-Lax approach. Indeed, the lack of a Beurling theorem in the polydisk setting (see e.g. [69]) is the tipoff to the more complicated structures that one can encounter. To get state-space formulas for solutions as we are getting here, one must work with the Schur-Agler class rather than the Schur class; moreover, without imposing additional apparently contrived moment conditions, it is often impossible to get a single linear-fractional formula which parametrizes the set of all solutions; for a recent survey we refer to [28].
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