
ARITHMETIC GEOMETRY: BASED ON PROF.
SZPIRO’S NOTES ON ARITHMETIC GEOMETRY

Contents

1. Operations with modules 2
1.1. Tensor product and modules of finite type 2
1.2. Localization 5
1.3. Module of differentials 6
1.4. Inverse limits and completion of a ring 7
1.5. Direct limits 9
1.6. Universal algebras 10
2. Schemes and projective schemes 11
2.1. Sheaves of functions 13
2.2. Sheaf of functions via inverse limits 16
2.3. Schemes as locally ringed spaces 18
2.4. The arithmetic surface 20
2.5. Proj and projective schemes 21
2.6. Quasi-coherent sheaves of OX-modules 24
2.7. Projective modules and invertible sheaves 29
2.8. Invertible modules over a ring 33
3. Rings of dimension one 38
3.1. Noetherian rings of dimension zero 38
3.2. Principal ideal rings 42
3.3. Integral elements 45
3.4. Algebraic field extensions 49
3.5. Number fields: orders in a number field 51
3.6. Discrete valuation rings and Dedekind rings 53
3.7. The cycle map 55
3.8. The map Div(A)→ Pic(A) 56
3.9. Rational points on a projective scheme over a Dedekind

ring 58
4. The compactified Picard group of an order of a number field 61
4.1. Vector spaces of dimension one over C 61
4.2. Metrized invertible modules on an order of a number field 62
4.3. The norm of an ideal 64
4.4. The norm of an element in a number field 65
4.5. The local definition of degree 68

1



2 ARITHMETIC GEOMETRY

4.6. Volume, global definition of degree 70
4.7. Sections of a compactified invertible module, theorem of

Riemann-Roch 71
5. Different, discriminant and conductor 72
6. The classic theorems of the algebraic number theory 76
6.1. Three technical lemmas 76
6.2. Finiteness of Pic(A) and simple connectness of Spec(Z) 78
6.3. Dirichlet Units theorem 79
6.4. Extensions with fixed ramification 80
7. Heights of rational points on a scheme over a number field 81
7.1. Invertible metrized fibre bundles on a scheme over C 81
7.2. Integral models of schemes over a field 83
7.3. Heights associated to metrized line bundles 84
References 87

1. Operations with modules

1.1. Tensor product and modules of finite type. We assume some
familiarity with the notions of rings and modules over a ring. A ring
for us will always mean a commutative ring with unit and for the most
part 1 6= 0.

Proposition 1.1. Let A be a ring and M,N be two A-modules. Con-
sider the submodule R of A(M×N) generated by the relations:

a(x, y)− (ax, y), (x+ x′, y)− (x, y)− (x′, y),

a(x, y)− (x, ay), (x, y + y′)− (x, y)− (x, y′),

for a ∈ A, x, x′ ∈ M and y, y′ ∈ N . We will denote by M ⊗A N the
module A(M×N)/R and by x ⊗ y the image of (x, y) in the quotient.
Then, for every A-module P and every A-bilinear map ϕ :M ×N −→
P , there exist a unique A-linear map ψ : M ⊗A N −→ P such that
ϕ(x, y) = ψ(x⊗ y).
The proof follows when we define the map ψ by the property above.
In fact from the identity ϕ(x, y) = ψ(x⊗ y) you can get:

Exercise 1.2. Prove that for any module P we have

Hom(M ⊗N,P ) = Hom(M,Hom(N,P )).

Remark 1.3. We could define M ⊗A N by saying that the pair (M ⊗A

N, π), where M ⊗AN is an A-module and π :M ×N −→M ⊗AN is a
bilinear map, is universal for the property: for every A-module P and
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every A-bilinear map ϕ : M ×N −→ P , there exist a unique A-linear
map ψ :M ⊗A N −→ P such that ϕ = ψ ◦ π.

M ×N P

M ⊗N

ϕ

π
ψ

Example 1.4. It is possible for the tensor product to be zero, even when
the modules M and N are not. For example take A = Z, M = Z/nZ
and N = Z/mZ with (m,n) = 1. The tensor product Z/nZ⊗Z Z/mZ
is annihilated by m and n by bilinearity and by Bezout theorem is then
annihilated by 1.

Example 1.5. Let A be a ring and J an ideal of A, then M ⊗A A/J ∼=
M/JM . In particular J ⊗A A/J ∼= J/J2.

Definition 1.6. Let A be a ring and m and ideal of A. We say that
A is a local ring of maximal ideal m and denoted (A,m) if every
proper ideal of A is contained in m.

Exercise 1.7. Suppose that A× denotes the set of invertible elements
of a ring A. Prove that the following are equivalent:

(1) If the sum of two elements x+y ∈ A×, then x ∈ A× or y ∈ A×.
(2) If a sum x1 + · · ·+ xn ∈ A×, then there exist i with 1 ≤ i ≤ n,

such that xi ∈ A×.
(3) (A,A \ A×) is a local ring.

Example 1.8. The ring of formal power series A = k[[X1, . . . , Xn]] is
local with maximal ideal m = (X1, X2, . . . , Xn) generated by Xi. As
expected, elements in A× = A \m are invertible.

Definition 1.9. A moduleM over A is said to be of finite type if it is
finitely generated as A-module. This is to say that, there is a surjective
map An −→ M −→ 0 for some n > 0. A module M over A is said to
have a finite presentation if for positive numbers m and n we have
an exact sequence Am −→ An −→M −→ 0.

Proposition 1.10. (Nayakama’s Lemma) Let A be a local ring and
M of finite type over A. If M ⊗ A/m = 0 then M = 0.

Proof. If M ⊗A/m = 0 then M = mM . Choose generators x1, . . . , xm
of M as A-module. There exist mi,j ∈ m such that for i ≤ i, j ≤ n,

xi =

m∑

j=i

mi,jxj .
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If we denote by T the matrix (mi,j − δi,j) and by x the column vector
of the xi we have

Tx = 0⇒ T ∗Tx = 0⇒ det(T )x = 0,

where T ∗ denotes the transpose of the matrix of the cofactors. Since
det(T ) equals (−1)n modulo m, it is invertible in A and M = 0. �

Corollary 1.11. Let A be a local ring with maximal ideal m and M
a module of finite type over A. A set of elements generates M over A
if and only if their image on M/mM generate M/mM as vector space
over A/m.

Proof. Suppose that x1, . . . , xm ofM generate a submodule M ′. Apply
Nakayama’s lemma to the A-module M/M ′. �

Remark 1.12. Let (A,m) be a local ring with residue field k = A/m.
Let M be a finitely generated module over A. Nakayama’s lemma says
that M has a minimal generating set whose cardinality is

dimk(M/mM) = dimkM ⊗R k.

In particular ifm is finitely generated, it can be generated by dimk(m/m
2)

elements.

Exercise 1.13. Let M,N,N ′ be an A-modules and suppose that ϕ :
N −→M is A-linear. Show that there is a natural map ϕ⊗ 1 : N −→
M ⊗A N making the association N 7→ M ⊗A N a covariant additive
functor from the category of A-modules to itself. Also prove that this
functor is right exact. That is, for any exact sequence

0 −→ N ′ −→ N −→ N ′′ −→ 0,

of A-modules, we have an exact sequence

M ⊗N ′ −→M ⊗N −→M ⊗N ′′ −→ 0.

Exercise 1.14. Give an example to show that the above functor is not
necessarily left exact.

Definition 1.15. A module M is said to be flat if the functor M ⊗ .
is exact.

Exercise 1.16. Show that free modules M ∼= An are flat. On the other
hand, suppose that A is a domain, show that the quotient field K(A)
is an example of a flat module which is not free over A. See exercise
1.25 for a more general view.
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Exercise 1.17. Let A be an integral domain, prove that a flat module
M over A has no torsion, i.e. am = 0 forces m = 0 in M or a = 0
in A. Over principal ideal domains (like for example Z), we can say
more: flatness is actually equivalent to having no torsion.

Exercise 1.18. Let A be a ring and M a module over A. Show that
the following are equivalent:

(i) M is flat.
(ii) For all ideal I ⊂ A, the map I ⊗A M −→ A ⊗A M = M is

injective.
(iii) For all ideal finitely generated I ⊂ A, the map I ⊗A M −→

A⊗A M =M is injective.
(iv) For every relation

∑
i fixi = 0 in M there are y1, . . . , ym ∈ M

such that xi =
∑

j ai,jyj and
∑

i fiai,j = 0.

1.2. Localization. The process of localization extends a ring to have
more invertible elements. We do it at once in the more general case of
a module.

Definition 1.19. Let A be a ring. A set S ⊂ A is said to be a multi-
plicatively stable system if it satisfies the two conditions

(1) 1 ∈ S,
(2) x, y ∈ S ⇒ xy ∈ S.

For an A-module M and a multiplicatively stable system S ⊂ A, the
localization of M at S, denoted S−1M , is defined as the quotient
of M × S modulo the equivalent relation ∼, where (m, s) ∼ (m′, s′) if
there exist t ∈ S such that t(sm′ − s′m) = 0. The image of (m, s) in
the quotient will be denoted sometimes m

s
.

Example 1.20. For A a domain, S = A∗ = A \ 0 is a multiplicatively
stable system and S−1A is the quotient field K(A).

Example 1.21. Let I ⊂ A be an ideal. The set 1 + I = {1 + x | x ∈ I}
is a multiplicatively stable system.

Exercise 1.22. Let S be a multiplicatively stable system of A and M
an A-module. Show that there is a canonical map π : M −→ S−1M ,
defined by π(x) = x

1
. Show that the image π(x) is zero if and only if

there exist an element s ∈ S with sx = 0 (This is sometimes referred
to as x being S-torsion). Show that if A is a domain, the map π is
injective whenever M is torsion-free.

Exercise 1.23. Prove that the map π : A −→ S−1A establishes a one
to one correspondence between ideals of S−1A and ideals of A that do
not meet S.
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Exercise 1.24. Let p be a prime ideal of A and consider the multi-
plicatively stable system S = A \ p. We denote S−1M by Mp. Show
that the ring Ap is in fact a local ring with maximal ideal π(p).

Exercise 1.25. Let M be an A-module and S a multiplicatively stable
system of A. Prove that the localization S−1M is an S−1A-module
and satisfies S−1M ∼= M ⊗ S−1A. Show that the natural map ϕ :
M ⊗ S−1A −→ S−1M , given by ϕ(m ⊗ a

s
) = am

s
is an isomorphism.

Also show that the localization S−1A is a flat module over A. This
generalizes our previous comment on the flatness of the quotient field
of an integral domain.

Exercise 1.26. Take M = A and S a multiplicatively stable system.
Show that the pair (S−1A, π) has the following universal property: For
any ring B and map ϕ : A −→ B, such that ϕ(S) is invertible in B,
there exist a unique map ψ : S−1A −→ B such that ϕ = ψ ◦ π.

Exercise 1.27. Prove that if Mp = 0 for all primes p then M = 0.
Hint: It will be useful to define the ideal annihilator of an element
Ann(m) = {a ∈ A | am = 0}.

Definition 1.28. Let f be an element in A and M an A-module. We
will called M localized at f and denote Mf , the module S−1M for the
multiplicatively stable system S = {(fn)}n≥0.

Exercise 1.29. Prove that if M is an A-module of finite type and p is
a prime ideal of A such that Mp = 0, then there exist f ∈ A \ p such
that Mf = 0.

1.3. Module of differentials. Let ϕ : A −→ B a ring homomor-
phism. We define a B-module ΩB/A taking the free module on the
symbols {db | b ∈ B} modulo the relations

d(b+ b′) = d(b) + d(b′), d(bb′) = bdb′ + b′db,

for all b, b′ ∈ B and d(ϕ(a)) = 0 for a ∈ A.
Let δ : B ⊗A B −→ B given by δ(b ⊗ b′) = bb′ and I = ker(δ). The

module I is a B ⊗A B-module and I/I2 is a B ⊗A B/I-module and
hence a B-module since multiplication by b⊗ 1 and by 1⊗ b gives the
same result in I/I2.

Proposition 1.30. The B-module I/I2 is isomorphic to ΩB/A.

Proof. Define a map D : ΩB/A −→ I/I2 by D(db) = 1⊗ b− b⊗ 1. We
have to check that it actually defines a map from ΩB/A. For example
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we compute

D(d(bb′)) = 1⊗ bb′ − bb′ ⊗ 1

= (1⊗ b)(1⊗ b′ − b′ ⊗ 1) + (b′ ⊗ 1)(1⊗ b− b⊗ 1),

and the later is the image by D of bdb′ + b′db. To define a map in the
other direction we introduce the ring R = B ⊕ ΩB/A, where B acts
on ΩB/A through module action and we are taking the squares of the
elements on ΩB/A to be zero. Let us define map l : B × B −→ R
by l(b, b′) = (bb′, bdb′). We can check that the map is bilinear and
therefore induces an A-linear map l′ : B ⊗A B −→ R. This map l′ is
actually a ring homomorphism and maps I to ΩB/A factoring through
a map l′′ : I/I2 −→ ΩB/A that is the inverse of our previously defined
D : ΩB/A −→ I/I2. �

Exercise 1.31. Prove that the pair (ΩB/A, D) satisfies the following
universal property: For any B-moduleM and any linear map ϕ : B −→
M such that ϕ(xy) = xϕ(y)+ϕ(x)y, then there exist a unique B-linear
map ψ : ΩB/A −→M such that ϕ = ψ ◦D.

Exercise 1.32. Suppose that ϕ : A −→ C is a ring homomorphism
and J is an ideal of C with B = C/J . There is an exact sequence

J/J2 −→ ΩC/A ⊗C B −→ ΩB/A −→ 0.

Example 1.33. Let A = k a field and B = k[X1, . . . , Xn]/(f1, . . . , fm),
then ΩB/A is the B-module with generators dX1, . . . , dXn subject to
the conditions

dfi =

n∑

j=1

∂fi
∂Xj

dXj = 0, i = 1 . . .m.

Exercise 1.34. Take B = K and A = k two fields. Prove that the
module of differentials ΩK/k = 0 if and only if K is a separably gener-
ated extension of k. An extension K/k is separably generated if there
exist a transcendence basis {xi | i ∈ I} such that K/k(xi | i ∈ I) is
separable.

1.4. Inverse limits and completion of a ring. The process of com-
pletion of a ring extends a ring with certain topology defined alge-
braically to a ring that is complete in the sense that it contains all
limits of Cauchy sequences. We present the algebraic description using
inverse limits of modules.

Definition 1.35. Let (D,≤) be a directed poset considered as a cat-
egory. An inverse system of modules is a contravariant functor F
from D to the category of modules. That is, we have modules {Mi}i∈D
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and maps θi,j : Mi −→ Mj for j ≤ i, such that θi,k = θj,k ◦ θi,j for
k ≤ j ≤ i and θi,i is the identity map on Mi.

Definition 1.36. The inverse limit lim←−i∈DMi associated to an in-

verse system {(Mi, θi,j)}j≤i∈D is a pair (M, (πi)i∈D) made of module
M and projection maps πi : M −→ Mi satisfying θi,j ◦ πi = πj when-
ever j ≤ i, that is universal in the following sense: For any other
module pair (M ′, (π′

i)i∈D) satisfying the same property there will be a
unique map of A-modules τ : M ′ −→ lim←−i∈DMi making the diagrams
commute.

Remark 1.37. We can always take the inverse limit as the module

lim←−
i∈D

Mi = {(xi)i∈D ∈
∏

i∈D
Mi | θi,j(xi) = xj ∀ j ≤ i},

with projections maps πi((xi)i∈D) = xi for all i ∈ D.

Definition 1.38. Let I ⊂ A be an ideal and M an A-module. The
completion M̂I = M̂ is the inverse limit M̂ = lim←−M/InM associate

to the inverse system θn+1 : M/In+1 −→ M/In for D = N. It coin-
cides with the topological completion, when we doteM with the topology
whose system of neighborhoods at 0 are given by the InM .

Example 1.39. Let (A,m) be a local ring. The completion Â denotes
the completion with respect to the maximal ideal m.

Example 1.40. The completion of A[x1, . . . , xn] with respect to the ideal
I = (x1, . . . , xn) is the local ring of power series A[[x1, . . . , xn]].

Example 1.41. Let A be the ring of integers and p a rational prime.
The completion of A = Z with respect to the prime ideal (p) is the ring
Zp of p-adic integers.

Definition 1.42. A noetherian ring is a ring A such that every
ascending chain of ideals I1 ⊂ I2 ⊂ . . . is stationary, i.e. there exist an
n such that In = In+1 = . . . . An equivalent condition is that every ideal
is finitely generated. In general we say that a module M is noetherian
if every submodule N of M is finitely generated.

Remark 1.43. We have the Hilbert basis theorem saying that if A is
noetherian, then the polynomial ring A[x1, . . . , xn] is also noetherian.

Exercise 1.44. Let A be noetherian ring and M a module of finite
type. Show that a submodule N ⊂M is also of finite type.

Exercise 1.45. Suppose that we have an ideal I ⊂ A and a module M
over A. Prove that there exist a canonical map Â⊗M −→ M̂ . Suppose
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that A is a noetherian ring and M a finitely generated A-module, prove
that this map is an isomorphism and we have Â⊗M ∼= M̂ .

Exercise 1.46. Find an example of a ring A and a module M over A
such that Â⊗M −→ M̂ is not a bijection.

Exercise 1.47. Prove that the correspondence M −→ M̂ is a covari-
ant, additive functor from the categories of modules over A to itself.
Also, when restricted to the subcategory of finitely generated A-modules
over noetherian rings, this functor is exact. Deduce that, for A noe-
therian, the completion Â is a flat A-module. (In this case we can say

more, namely Â is faithful flat)

Exercise 1.48. Prove that for A noetherian, the completion Â is also
noetherian.

1.5. Direct limits. The notion of direct limit is dual to that of inverse
limit. Let (D,≤) be a directed poset. Let A be a ring. Suppose that
we have an A-module Mi for each i ∈ D and morphisms of A-modules
θi,j :Mi −→Mj for each i ≤ j, such that θi,i = idMi

and θi,j ◦θj,k = θi,k
whenever i ≤ j ≤ k. The system of modules {(Mi, θi,j)}i≤j∈D is called
a directed system of modules.

Definition 1.49. The direct limit lim−→i∈DMi is a pair (M, (πi)i∈D)

made of module M and maps πi : Mi −→ M satisfying πj ◦ θi,j = πi
whenever i ≤ j, that is universal in the following sense: For any other
module pair (M ′, (π′

i)i∈D) satisfying the same property there will be a
unique map of A-modules τ : lim−→i∈DMi −→ M ′ making the diagrams
commute.

Remark 1.50. The direct limit of a directed system of modules exist:
take the direct sum M =

⊕
Mi and the submodule N generated by

the elements of the form mj−θi,j(mi) for mi ∈ Mi and i ≤ j. Then the
module M/N has the required properties. An alternative description
of the the direct limit that is very useful is as follows. Consider the set
of pairs (Mi, mi) where mi ∈Mi. Define an equivalence relation in this
set by saying that (Mi, mi) ∼ (Mj, mj) if there exist k with i, j ≤ k and
θi,k(mi) = θj,k(mj). It can be checked that the set of classes [Mi, mi] has
the structure of module and together with the maps πi(mi) = [Mi, mi];
it satisfies the same universal property as does the direct limit.

Exercise 1.51. Prove that for every A-module P , we can relate the
inverse and direct limit by the identity

lim←−
i∈D

Hom(Mi, P ) = Hom(lim−→
i∈D

Mi, P ).



10 ARITHMETIC GEOMETRY

Proposition 1.52. Let Mi, N be A-modules. We have the property

(lim−→Mi)⊗N ∼= lim−→(Mi ⊗N).

Proof. Let P be any A-module. We have the following:

Hom(lim−→(Mi ⊗N), P ) = lim←−Hom(Mi ⊗N), P )

= lim←−Hom(N,Hom(Mi, P ))

= Hom(N, lim←−Hom(Mi, P ))

= Hom(N,Hom(lim−→Mi, P ))

= Hom((lim−→Mi)⊗N,P ).
By Yoneda’s lemma we obtain our result. �

Exercise 1.53. Show that the direct limit of flat modules is flat. In
particular direct limit of free modules is also flat. We have the con-
verse result: every flat module is direct limit of finitely generated free
modules.

1.6. Universal algebras. In the same way we defined M ⊗A N for
A-modules M and N , we can define (for n > 1) the n-fold tensor
product Tn(M) =M⊗AM⊗A · · ·⊗AM of a moduleM with itself. For
n = 0 we put T0(M) = A and for n = 1 we have T1(M) = M . Now,
considering the direct sum of the modules Tn(M) we gain some extra
structure. The module T (M) =

⊕
Tn(M) can be given the structure

of associative algebra (not necessarily commutative) defining

(x1 ⊗ · · · ⊗ xn) · (y1 ⊗ · · · ⊗ yk) = x1 ⊗ · · · ⊗ xn ⊗ y1 ⊗ · · · ⊗ yk.
The associative algebra T (M) satisfies the following property: for any
associative algebra B and any map ϕ : M −→ B there exist a unique
map ψ : T (M) −→ B such that ϕ is the composition of ψ and the
canonical isomorphism M = T1(M) →֒ T (M).
There are other graded algebras attached toM , we can construct for

example the symmetric algebra Symm(M) = T (M)/I, where I is
the ideal generated by the relations x⊗ y− y⊗x for all x, y ∈M . The
ideal I is generated by homogeneous elements of degree two, therefore
the ideal I is homogenous and

Symm(M) =
⊕

n

Symmn(M) =
⊕

n

Tn(M)/(I ∩ Tn(M)).

The symmetric algebra is a commutative algebra that satisfies the fol-
lowing property: For any commutative algebra B and any map ϕ :
M −→ B there exist a unique algebra homomorphism ψ : Symm(M) −→
B such that ϕ is the compositions of ψ with the natural inclusion
M = Symm1(M) →֒ Symm(M).
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Example 1.54. For M = An a free module, the Symmetric Algebra
Symm(M) = A[x1, . . . , xn].

The exterior algebra
∧
M = T (M)/J , where J is the ideal gener-

ated by the elements of the form x ⊗ x for x ∈ M . Again we have a
decomposition

∧
M =

⊕

n

n∧
M =

⊕

n

Tn(M)/(J ∩
n∧
M).

The symmetric Algebra satisfies the following property: for any as-
sociative algebra B and any map ϕ : M −→ B with the property
that the image ϕ(M) consist of elements of square zero, there exist
a unique ψ :

∧
M −→ B such that ϕ is the composition of ψ with

the injection M =
∧1M →֒ ∧

(M). It is possible to verify that∧nM = 0 for n greater than the number of generators of M . The
image of x1 ⊗ x2 ⊗ · · · ⊗ xn in the quotient

∧nM is usually denoted
x1 ∧ x2 ∧ · · · ∧ xn.
Exercise 1.55. Show that Symmn, Tn and

∧n are functors from the
category of modules over a ring A into itself. Verify that if M = N⊕P
is a direct sum

Tn(M) =

n⊕

k=0

(Tk(N)⊗ Tn−k(P ))
(nk).

2. Schemes and projective schemes

We define in this section topological spaces associated to commuta-
tive rings, as a generalization of the classical work with maximal ideals
in algebras of finite type over fields.

Definition 2.1. Let A be a ring. The spectrum of a ring A, denoted
Spec(A), is the set of all prime ideals in A. Let I be any ideal of A,
we denote by V (I) the set of all prime ideals containing I. The set of
all maximal ideals of a ring A will be denoted by Spec-max(A).

Theorem 2.2. (Weak Hilbert’s Nullstellensatz) let k = k̄ be an alge-
braically closed field. The maximal ideals of k[x1, . . . , xn] are of the
form 〈x1 − a1, . . . , xn − an〉 where all ai ∈ k.
The proof of the theorem uses the notion and properties of integral
elements over a ring (c.f. definition 3.37).

Corollary 2.3. Suppose that k = k̄ be an algebraically closed field and
A = k[x1, . . . , xn]. The Hilbert Nullstelensatz establishes a cor-
respondence between points on the affine n-space An and the maximal
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ideals in A. For a map ϕ : A −→ A′ where A,A′ are finitely generated
k-algebras over an algebraically closed field k, the pre-image of a max-
imal ideal is a maximal ideal. This property is not true for all rings,
hence the convenience of working with prime ideals instead of maximal
ideals.

Proposition 2.4. The collection of sets V (I) are the closed sets of a
topology on Spec(A), called the Zariski topology. The Zariski topology
admits a basis of open sets of the form D(f) = {p ∈ Spec(A) | f /∈ p},
for f ∈ A.
Proof. Let V (Ij)j∈J be an arbitrary collection of closed sets. The in-
tersection ∩j∈JV (Ij) = V (

∑
j∈J Ij). The union of finitely many closed

sets V (I1), . . . V (In) satisfies V (I1)∪· · ·∪V (In) = V (I1∩· · ·∩In) and is
therefore closed. The empty set is equal to V (A) and the whole space
Spec(A) = V ((0)). If I is the ideal generated by (fj)j∈J , then we have
U = Spec(A) \ V (I) = ∪j∈JD(fj) . �

Remark 2.5. If A is a domain, the ideal (0) is prime and is contained
in every ideal. Therefore p = (0) belongs to any not empty open set
and two open sets have non-empty intersection. The point p = (0) ∈
Spec(A) is what is called a generic point of Spec(A). The topological
space Spec(A) is clearly not T2. It is not even T1 because in general
points are not closed.

Remark 2.6. The evaluation of a function a ∈ A at a point p ∈ Spec(A)
will be the image of a under the map A → κp = Ap/mp. In this way,
elements of A have associated evaluation functions ea : Spec(A) −→
⊔pκp and nilpotent elements of the ring A are associated to non-zero
functions that vanish everywhere on Spec(A).

Proposition 2.7. Let A be a ring. The topological space Spec(A) is
quasi-compact.

Proof. Let (Uj)j∈J be a collection of opens sets forming a covering
of Spec(A). We can refine the covering such that each Uj = D(fj)
for an element fj ∈ A. Now Spec(A) = ∪j∈JD(fj) forces the ideal
I generated by the (fj)j∈J to be equal to A, but then there exist a
finite linear combination a1fj1 + · · ·+ arfjr = 1 and the open subsets
Uj1, Uj2, . . . , Ujr form a finite sub-cover. �

Exercise 2.8. Let A be a ring and S ⊂ A a multiplicatively stable set.
Show that Spec(S−1A) ≃ {p ∈ Spec(A) | p ∩ S = ∅}. In particular if
p ∈ Spec(A) we have Spec(Ap) ≃ {q ∈ Spec(A) | q ⊂ p} and for f ∈ A,
Spec(Af ) ≃ {p ∈ Spec(A) | f /∈ p} = D(f) .
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2.1. Sheaves of functions. Sheaves will be an important tool to keep
track of the local data. We will build on Spec(A) a structure sheaf of
regular functions.

Definition 2.9. Let X be a topological space. The category Open(X)
is the category whose objects are open sets with inclusions as maps.

Definition 2.10. Let X be a topological space. A contravariant functor
from the category Open(X) to the category of sets is called a pre-sheaf
on X and denoted by F . A pre-sheaf F is called a sheaf if for any
open set U and for each covering (U)i∈I of U the following conditions
are satisfied:

(1) If two elements of F(U) has the same image on F(Ui) for each
i ∈ I, then they are equal.

(2) If we have elements si ∈ F(Ui) for each i ∈ I such that for
each pair (i, j). the image of si and sj coincide on F(Ui ∩Uj),
then there exist an element s ∈ F(U) whose image in F(Ui) is
si for all i ∈ I.

Example 2.11. One can consider for example the pre-sheaf of real func-
tions on a topological space X , when we put for every open set U ⊂ X ,
the set F(U) of functions from X to R. It is not hard to see that it
is in fact a sheaf when we use restriction as maps. In the same way
we can define sheaves of continuous functions Fc, n-times derivable Fn

and infinitely many times differentiable functions F∞. It is because of
these examples that if F is sheaf on X and V ⊂ U is an inclusion of
open sets we call the induced map F(U) −→ F(V ) the restriction of
U to V . If U is an open set, the elements of F(U) are called sections
over U and F(U) is also denoted by Γ(U,F). If s ∈ F(U) is a section
over U , the restriction to V ⊂ U is denoted by s|V .
Example 2.12. Not every pre-sheaf is a sheaf. For example, the pre-
sheaf F(U) of bounded continuous function on a topological space X
is not a sheaf because you can not glue sections. A locally bounded
function is not necessarily bounded.

Example 2.13. A map of sheaves or pre-sheaves is a natural transfor-
mation of functors. Let X be a topological space. Let us consider
the sheaves O and O∗ of C-valued functions and C∗-valued functions
on X respectively. The exponential map exp : O −→ O∗ is a homo-
morphism of sheaves of abelian groups. Since we can take logarithms
locally but not globally, the maps on sections O(U) −→ O∗(U) are lo-
cally surjective, but not surjective. Hence, the image presheaf, defined
by U → Im(O(U) −→ O∗(U)), is not a sheaf.
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Example 2.14. (Skyscraper sheaf) Fix a group S and x ∈ X . Define
F(U) = S if x ∈ U and F(U) = 0 otherwise. The pre-sheaf F so
defined is a sheaf of groups.

We would like to define a sheaf of algebraic functions on Spec(A).

Proposition 2.15. Let A be a ring andM an A-module. Let (Ufi)i∈I =
D(fi))i∈I be an open covering of Spec(A) by basics open sets. The
following sequence is exact

0 −→ M −→
∏

i∈I
Mfi

ϕ−→
∏

i,j∈I
Mfifj ,

where the map on the right is ϕ((xi)) = (xi|D(fifj) − xj |D(fifj))i,j.

Proof. Suppose that the index of the cover is finite I = {1, 2, . . . , n}.
The fact that D(fi) cover Spec(A) forces a unity partition

a1f1 + · · ·+ anfn = 1,

In fact, the D(fk
i ) = D(fi) determine the same cover for all k > 0 and

a different partition

a1,kf
k
1 + · · ·+ an,kf

k
n = 1.

Exactness on the left: Suppose that x ∈ M is zero in all Mfi. There

exist ki ∈ Z such that fki
i x = 0. Taking k = supi{ki} we obtain

0 = a1,kf
k
1 x+ · · ·+ an,kf

k
nx = x.

Exactness in the middle: Suppose that (xi)i∈I ∈
∏

i∈I Mfi , then for
each i ∈ I there exist zi ∈M and ki such that

xi =
zi

fki
i

Taking k = supi{ki} and yi = xif
k−ki
i we have for each i ∈ I:

xi =
xif

k−ki
i

fk
i

=
yi
fk
i

.

Now assume that (xi) ∈ ker(ϕ) then there are integers ki,j ∈ I such
that

yjf
k
i (fifj)

ki,j = yif
k
j (fifj)

ki,j .

Taking K = sup{ki,j} we obtain

yjf
k
i (fifj)

K = yif
k
j (fifj)

K .
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multiplying by ai,k+K and adding over i ∈ I we obtain

yjf
K
j =

∑

i∈I
yjf

K
j ai,k+Kf

k+K
i =

∑

i∈I
yif

k
i ai,k+K(fifj)

K

= fk+K
j

∑

i∈I
yiai,k+Kf

K
i = fk+K

j y,

where y =
∑

i∈I yiai,k+Kf
K
i ∈ M . Therefore the element (xj), where

xj satisfies

xj =
yj
fk
j

=
y

1

is coming from M .
Now, given any cover {D(fi))}i∈I , we know by quasi-compactness that
there exist a finite subcover {D(fi))}i∈K for a finite subset K ⊂ I.
Now, we have already shown that the sequence is exact for i, j ∈ K we
need to prove exactness for i, j ∈ I.
Exactness on the left: If x ∈ M is zero in Mfi for i ∈ I, it is also zero
in Mfi for i ∈ K and therefore x = 0 was already proven.
Exactness in the middle: Suppose that (xi)i∈I ∈ ker(ϕ), by our proof
for finite index there exist xK ∈M such that (xK)i = xi for all i ∈ K.
Let j ∈ I \K and L = K ∪ j. Again we can find an element xL such
that (xL)i = xi for all i ∈ L. Since xK − xL = 0 in Mfi for i ∈ K,
By exactness for the finite cover determined by K, xK = xL and xK
becomes equal to xL inMfj . Since we can do that with any j, we finish
the proof. �

Definition 2.16. Let A be a ring, M an A-module and U an open set
of Spec(A). Suppose that U =

⋃
i∈I Ufi is a cover of U by fundamental

open sets. One denotes M(U, f) = ker(
∏

i∈I Mfi

ϕ−→ ∏
i,jMfifj ) where

ϕ is given by ϕ((xi)i∈I) = (xi − xj)i,j.
Proposition 2.17. Let A be a ring, M an A-module and U ⊂ V
two open sets of Spec(A). If (Ufi)i∈I and (Vgj)j∈J are covering of
U and V respectively by fundamental open sets, then the localization
homomorphisms Mgj −→ Mfigj induces a canonical homomorphism
M(V, g) −→ M(U, fg) that is an isomorphism when V = U .

Proof. One can check that Uf ∩ Ug = Ufg. It follows that is enough to
analyze the diagram:

0 → M(V, g) → ∏
iMgi → ∏

i,j Mgigj

↓ ϕ ↓ ↓
0 → M(U, gf) → ∏

i,kMgifk →
∏

i,j,k,lMgigjfkfl.



16 ARITHMETIC GEOMETRY

The map ϕ is injective by proposition 2.15 when V = U because each
Mgi −→

∏
kMgifk is injective. It is then sufficient to prove that ϕ is

surjective when U = V , which is done vertically using again 2.15. This
shows that ϕ is an isomorphism when U = V . �

Proposition 2.18. Let A be a ring, M an A-module. The functor on
Open(Spec(A)) defined by

M̃(U) =M(U, f) = ker(
∏

i∈I
Mfi

ϕ−→
∏

i,j

Mfifj)

for every covering of an open set U by fundamental open sets, is a
sheaf.

Proof. To show that M̃ is actually a sheaf, we need to prove that for
any open covering {Ui}i of the open set U , we have an exact sequence

0 −→ M̃(U) −→
∏

i

M̃(Ui) −→
∏

i,j

M̃(Ui ∩ Uj),

where the last arrow represents the difference of localizations. We pro-
ceed by covering each Ui by fundamental open sets and apply proposi-
tion 2.17. �

2.2. Sheaf of functions via inverse limits. The extension from be-
ing a sheaf with respect to a basis to being a sheaf with respect to
the whole topology can be explicitly carry out with the inverse limit
construction.

Definition 2.19. Let X be a topological space and B a base of open
sets for the topology of X. Consider B is a subcategory of Open(X)
Is F is a functor from B to a category of modules, we say that F is a
sheaf with respect to B if F is a sheaf with respect to coverings of basic
open sets by basic open sets.

Exercise 2.20. Let X be a topological space and B a base for the
topology of X. Let F be a contravariant functor from B to the category
of modules. Suppose that M is a module together with a family of maps
ρV : M −→ F(V ) for V ∈ B such that ρW,V ◦ ρW = ρV , whenever
W ⊂ V and ρW,V : F(W ) −→ F(V ) represents the restriction map.
Prove that there exist a unique map

ϕU : M −→ lim←−
W∈BU

F(W ),

such that πW ◦ ϕU = ρW , where πW : lim←−W∈BU
F(W ) −→ F(W ) for

W ⊂ U in B.
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If F is a sheaf with respect to a basis of the topology onX , the following
proposition shows how to canonically extend F to a sheaf F̃ on X .

Proposition 2.21. Let X be a topological space and let B be a base
for the topology of X, that is closed under intersection. Let F be a
contravariant functor from B to the category of modules that is a sheaf
with respect to B. Defines a presheaf F̃ on each open set U by

F̃(U) = lim←−
W∈BU

F(W ),

where BU denotes the collection of sets of B contained in U . For each
inclusion of open sets V →֒ U , we define the restriction map F̃(U) −→
F̃(V ), that sends a map α : BU −→ ∪W∈BU

F(W ) to the restriction

α |BV
. Then F̃ is a sheaf, and for each basic open set U ∈ B, F̃ | U is

naturally isomorphic F .
Proof. Given an open set U and a covering U = ∪i∈IUi, we want to
prove the sequence

0 −→ F̃(U) −→
∏

i∈I
F̃(Ui) −→

∏

i,j∈I
F̃(Ui ∩ Uj)

is exact, where ϕ((αi)i∈I) = (αi | Ui ∩ Uj − αj | Ui ∩ Uj)i,j .
For exactness on the left: suppose that α | Ui = 0 for each i ∈ I,
Fix W ∈ BU . Let (Wi,j)j∈Ji be a covering of Ui by basic open sets
Wi,j ∈ BUi

. Since B is closed under intersections W ∩Wi,j is an open
covering of W by elements of B. By our definition of α we have

α(W ) |W ∩Wi,j = α(W ∩Wi,j) = 0

for each i ∈ I and j ∈ Ji. Since F is a sheaf with respect to B, we
have α(W ) = 0 and since W is arbitrary α = 0.
For exactness in the middle: consider as before a basic open setW ∈ BU

and a covering (Wi,j)j∈Ji of Ui by basic open sets Wi,j ∈ BUi
giving an

open covering W ∩Wi,j of W by elements of B. Suppose that (αi)i∈I
is a collection such that αi ∈ F̃(Ui) for all i ∈ I and αi | BUi∩Uj

= αj |
BUi∩Uj

for each i, j ∈ I. The family of elements αi(Wi,j) ∈ F(Wi,j)
satisfy under our hypothesis the condition

αi(Wi,j) |Wi,j ∩Wk,l = αk(Wk,l) | Wi,j ∩Wk,l.

Therefore because F is a sheaf for B there exist sW ∈ F(W ) such that
sW | Wi,j = αi(Wi,j) for each i ∈ I and j ∈ Ji. Let α(W ) = sW . We
claim that

α ∈ F̃(U) = lim←−
W∈BU

F(W ).
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For V ( W ⊆ U and V,W ∈ B, we need to show α(W ) |V= α(V ). We
know already that

α(W ) |Wi,j
= αi(Wi,j)

and restricting to V we obtain

α(W ) |V ∩Wi,j
= αi(Wi,j) |V ∩Wi,j

= αi(V ∩Wi,j) = α(V ) |V ∩Wi,j
.

By the sheaf property of F ,
α(W ) |V= α(V ) |V= α(V ).

The element α satisfies for all i ∈ I that α |BUi
= αi. �

Definition 2.22. Let A be a ring, and let M be an A-module. Let B
be the basis for the Zariski topology on Spec(A) given by the sets D(f)
for f ∈ A. The assignment D(f) −→ Mf defines an inverse system

of A-modules. We define a presheaf M̃ on Spec(A) as follows. For U
open in Spec(A) we define

M̃(U) = lim←−
D(f)⊂U

Mf .

There is a natural restriction map M̃(U) −→ M̃(V ) for every inclusion
V ⊂ U .

Theorem 2.23. Let A be a ring, and let M be an A-module. The
functor M̃ is a sheaf. The affine scheme defined by A is the topological
space Spec(A) together with a sheaf of rings Ã.

2.3. Schemes as locally ringed spaces. The analytic idea of germs
of functions around a point is caught in the notion of stalk at a point.
To define the stalk of a point we use a the direct limit of neighborhoods
around the point.

Definition 2.24. Let X be a topological space, and let x be a point of
X. The set of neighborhoods of x, denoted by Nbd(X, x), is the set of
open subsets U of X with x ∈ U .
Example 2.25. If X is a topological space and if x ∈ X , then the
set (Nbd(X, x),⊇) of neighborhoods of x ordered by containment is a
preordered, directed set.

Definition 2.26. Suppose that X ia topological space. Let A be a ring,
F be a presheaf of A-modules on X and x ∈ X a point of X. The stalk
of F at the point x ∈ X is the direct limit associated to the directed
system of A-modules F | (Nbd(X, x),⊇)op.



ARITHMETIC GEOMETRY 19

Definition 2.27. A topological ringed space is a topological space
together with a sheaf of rings. A locally ringed space is a topologi-
cally ringed space (X,OX) whose stalks OX,x = lim−→x∈U OX(U) at any

point x ∈ X are local rings.

Remark 2.28. In locally ringed spaces the stalk OX,x at any point x
is local and therefore has a unique maximal ideal, denoted mx. We
can consider then the residue field κx = OX,x/mx and call, for any
a ∈ OX,x, the image a(x) = ā ∈ κx, the “evaluation” of a at x.

Definition 2.29. A morphism f : (X,OX) −→ (X ′,OX′) of topolog-
ically ringed spaces is a continuous map f : X −→ X ′ (denoted here
with the same letter), together with a family of ring homomorphisms

f ♯
U ′ : OX′(U ′) −→ OX(f

−1(U ′)), where U ′ ⊂ X ′ is an open set and we
have a commuting diagram:

OX′(U ′)
f♯

U′−−−→ OX(f
−1(U ′))yρ′

U′V ′

yρ
f−1(U′)f−1(V ′)

OX′(V ′)
f♯

V ′−−−→ OX(f
−1(V ′))

,

for every V ′ ⊂ U ′ and for ρ, ρ′ representing in each case the appro-
priate restriction maps. Usually the sheaf U ′ −→ OX(f

−1(U ′)) on X ′

is called the direct image of the sheaf OX and denoted f∗OX . There-
fore a morphism of ringed spaces is actually a pair of maps (f, f ♯),
where f : X −→ X ′ is a continuous map and f ♯ : OX′ −→ f∗OX is a
morphism of sheaves of rings on X ′.

Remark 2.30. Amorphism of topologically ringed spaces f : (X,OX) −→
(X ′,OX′) induces, by passing to the limit, a ring homomorphism
f ♯
x : OX′,f(x) −→ OX,x on the stalks.

Definition 2.31. A morphism of locally ringed spaces is a morphism
as topologically ringed spaces with the extra property of being local
on the stalk, that is, the induced map f ♯

x : OX′,f(x) −→ OX,x satisfies
fx(mf(x)) ⊂ mx for all x ∈ X.

Exercise 2.32. Show that a morphism f : (X,OX) −→ (X ′,OX′) is
local on the stalk if and only if the induced morphism on the completions

f̂x : ÔX′,f(x) −→ ÔX,x is continuous with respect to the adic-topologies.

Definition 2.33. A locally ringed space (X,OX) is a scheme if for
each point x ∈ X, there exist a ring A and an open set U ⊂ X such
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that (U,OX | U) isomorphic to (Spec(A), Ã) as locally ringed space. A
morphism of schemes is a morphism as locally ringed spaces.

Lemma 2.34. Let ϕ♯ : A −→ B a ring homomorphism. Then, the
induced application ϕ : Spec(B) −→ Spec(A) defined by ϕ(q) = ϕ♯−1q

for q ∈ Spec(B) is a continuous map.

Proof. For f ∈ A we can check ϕ−1(D(f)) = D(ϕ♯(f)). Also, if a ⊂ A
is an ideal of A and ae denotes the extension of a to the ring B, we can
check ϕ−1(V (a)) = V (ae). �

Proposition 2.35. Let X be a scheme and A a ring. There exist a
canonical bijection

HomSchemes(X, Spec(A)) −→ HomRings(A,Γ(X,OX))

Proof. A morphism of schemes ϕ : X −→ Spec(A) comes together
with a map of sheaves ϕ♯ : Ã −→ ϕ∗OX . Taking the action on global
sections we find a map ϕ♯

A : A −→ Γ(X,OX). We want to prove that

the association ϕ ↔ ϕ♯
A is a bijection. Consider an open affine cover

{Spec(Ai)}i∈I of X . There is a restriction map ρi : Γ(X,OX) −→ Ai

for each i ∈ I. The map ϕ♯
i = ρi ◦ ϕ♯

A : A −→ Ai gives an associated
map of affine schemes ϕi : Spec(Ai) −→ Spec(A). Now, if two maps

ϕ, ψ : X −→ Spec(A) give the same maps of rings ϕ♯
A = ψ♯

A we will
have ϕi = ψi : Spec(Ai) −→ Spec(A) for all i ∈ I and using the fact
that the Spec(Ai) cover X we obtain that ϕ = ψ on X . To prove
surjectivity we observe that for an affine covering (Ui = Spec(Ai))i∈I
of X , we have an exact sequence

0 −→ Γ(X,OX) −→
∏

i

Ai −→
∏

i,j

Γ(Ui ∩ Uj ,OX),

where the last arrow is the difference of restrictions. If α : A −→
Γ(X,OX) is a ring homomorphism, one obtains by composition a map

Spec(Ai)
ϕi−→ Spec(A). The above exact sequence shows that ϕi|Ui∩Uj

and ϕj|Ui ∩ Uj induce the same ring homomorphism: A −→ Γ(Ui ∩
Uj,OUi∩Uj

). By the injectivity we have proved ϕi|Ui ∩ Uj = ϕj |Ui ∩ Uj

and the maps ϕi : Spec(Ai) −→ Spec(A) paste together to give a map
ϕ : X −→ Spec(A). �

2.4. The arithmetic surface. Consider the ring Z[x]. A prime ideal
p in the polynomial ring Z[x] must be in one of the categories:

(1) the zero ideal p = (0).
(2) A principal ideal p = (p) = pZ[x] for p a rational prime in Z.
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(3) A maximal ideal p = (p, F ) for p prime in Z and F is a primitive
irreducible polynomial in Z[x] that remains irreducible after
reduction modulo p.

(4) A principal ideal p = (F ) where F is a Q-irreducible poly-
nomial of positive degree in Z[x] whose coefficients have no
common prime divisors.

Since Z[x] is a noetherian ring, any ideal (in particular a prime ideal)
will always be p = (a1, . . . , an, f1, . . . , fm) for elements ai ∈ Z and
polynomials fj of positive degree. The fact that Z is a principal ideal
domain forces n = 0 or n = 1. For n = 1, we use that Fp[x] is also a
principal ideal ring to obtain m = 0 or m = 1. If m = n = 1 we have
p = (p, F ) for some irreducible polynomial in Fp[x]. The case n = 0 is
done by induction to obtain m = 1 and p = (F ). We have then that
Spec(Z[x]) is an object of dimension two called the arithmetic surface.

Exercise 2.36. Prove that a prime ideal p = (f1, f2, . . . , fn) ∈ Z[x] is
necessarily generated by one element.

Exercise 2.37. Find the intersection of the zero-sets V (2) and V (f)
for an irreducible polynomial f ∈ Z[x].

Exercise 2.38. What is the intersection of the zero-sets V (f) ∩ V (g)
for polynomials f 6= g ∈ Z[x] irreducible over Q?

2.5. Proj and projective schemes. The first example of an scheme
that is not affine is the projective space over a ring. Let A be a graded
ring in nonnegative degree

A =
⊕

n≥0

An

We are going to assume that A is generated by A1 as an A0-algebra.
For example the algebra A = A0[x1, . . . , xn]. Also if A is a ring and I
is an ideal I ⊂ A, the graded ring

⊕
n≥0 I

n, is an algebra of this type.

Definition 2.39. If A is a graded ring. We define the irrelevant ideal
of A to be the ideal A+ =

⊕
n≥1An

Definition 2.40. An element f ∈ An is called homogeneous of degree
n. An ideal I ⊂ A is said to be homogeneous if for every element
f =

∑
n fn ∈ I, the degree n part fn of f also satisfies fn ∈ I.

For example ideals I generated by homogeneous elements have the
above property, giving examples of homogeneous ideals. Also for a
homogeneous ideal to be prime is enough to test that if fg ∈ I and f, g
are homogeneous, then it must be the case that f ∈ I or g ∈ I.
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Definition 2.41. If A if a graded ring, we define Proj(A) to be the set
of all homogeneous prime ideals of A that do not contain A+.

If f is an homogeneous element of degree n. The localized ring Af is
Z-graded ring. The element xfh has degree m + nh for deg(x) = m
and h ∈ Z. In particular if f has degree 1, the zero part of Af , denoted
(Af)0 consist of elements xf−n where deg(x) = n.

Lemma 2.42. Let A be a graded ring, graded in nonnegative degrees
and such that A1 generates A over A0. let f ∈ A be homogenous
element of degree one, then there is a canonical isomorphism

ϕ : (Af)0[X,X
−1] −→ Af

sending X to f .

Proof. The map ϕ is onto because for any a ∈ A homogeneous of
degree d and any n, we have ϕ( a

fdX
d−n) = a

fdf
d−n = a

fn . To prove

injectivity suppose that
∑k=n

k=−n rkf
k, with rk ∈ (Af)0, is in the kernel

of ϕ. Multiplying by a suitable power of f we get an identity in the
ring A of the sort

∑l
k=0 xkf

j−dk+k = 0, where xk are of degree dk. Now,
the degree of the term xkf

j−dk+k is j + k and is the only homogeneous
term with that degree for k = 1, 2, . . . , l, therefore it must be zero. �

Definition 2.43. Let f be a homogeneous element in A. We define
the basic open set determined by f as

D+(f) = {p ∈ Proj(A) | f /∈ p}.
Let I be a homogenous ideal I ⊂ A. We define

V+(I) = {p ∈ Proj(A) | I ⊆ p}
Remark 2.44. The sets of the form V+(I) = V (I) ∩ Proj(A) are the
closed sets of a topology. A basis for the topology is given by the
collection of sets D+(f) = D(f) ∩ Proj(A).

Theorem 2.45. Let A =
⊕

n≥0An be a graded ring in nonnegative
degrees and let M =

⊕
n∈ZMn be a graded A-module ( AdMe ⊆Md+e).

The function which to a basic open set D+(f) associates (Mf )0 extends

to a sheaf, denoted by M̃ , on Proj(A). The ringed space (Proj(A), Ã)
is a scheme which on D+(f) is isomorphic to Spec(Af)0. Moreover for
each A-module M we have

M̃ | D+(f) ∼= (̃Mf)0.

Proof. The first part of the proposition is a graded version of the
extension of the sheaf discussed in 2.15 and later in 2.21, with the
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only difference that for f homogeneous polynomial of positive de-
gree, we will use D+(f) instead of just D(f). We can check then
that D+(f) ∩ D+(g) = D+(fg) for homogeneous polynomials f and
g. For the second part of the proposition we want to prove that
(D+(f), Ã|D+(f)) ≃ Spec(Af )0 for f homogeneous of positive degree.
Let us do the proof for degree one: Using lemma 2.42 we can create a
map p 7→ p[x, x−1] from Spec(Af )0 → D+(f). If we get the same result
for two different prime ideals, i.e. p[x, x−1] = q[x, x−1], the degree zero
part are the same and therefore p = q and the map is injective. On the

other hand if p is an homogeneous prime ideal, the map pn
f−n

−−→ p0 is
a bijection, which proves surjectivity. The open set D+(fg) ⊂ D+(f)
is sent to D(f

g
) ⊂ Spec(Af)0 and therefore the map is also a homeo-

morphism. We need to verify now that for every graded A-module M

we have an equality (M̃f )0 = M̃ |D+(f). For that it is enough to check

that (M̃(D+(fg)) = (M̃(D+(f)))gf−n for every homogeneous element

g ∈ A of degree n. An element of (M̃(D+(fg)) is of the form x(fg)−m

where x ∈Mm(n+1) and such an element can be written as

x(fg)−m = xf−(n+1)m(gf−n)−m,

which gives the desired equality. �

Definition 2.46. The n-dimensional projective space Pn
A over

a ring A is defined to be Proj(A[x0, x1, . . . , xn]). More generally if
M is a finitely generated locally free A-module, we define the projec-
tive space associated to M, denoted PA(M), as Proj(SymmA(M)),
where SymmA(M) denotes the symmetric algebra of M .

Definition 2.47. Let A =
⊕

n≥0An be a graded ring in nonnegative
degrees. The twisting sheaf O(n) on Proj(A) is defined by O(n) =

Ã(n), where A(n)k = A(n+k) (the degree k part of O(n) is A(n+k)).
Definition 2.48. A closed immersion f : Y −→ X is a map of
schemes, such that f is a homeomorphism of Y into a closed set of
X and the induce map on sheaves f ♯ : OX −→ f∗OY is surjective. A
closed subscheme Y ⊂ X is the image of a closed immersion f : Y →֒
X and the ideal sheaf IY is the kernel of the map f ♯ : OX −→ f∗OY .

Example 2.49. If ϕ♯ : A −→ B is a surjective homomorphism of rings,
the associated map of schemes ϕ : Spec(B) −→ Spec(A) is a closed
immersion and the ideal sheaf is the quasi-coherent sheaf associated to
ker(ϕ♯).

Definition 2.50. Let X be a scheme and Y a subscheme determined
by the sheaf of ideals I. The blow-up of X along Y is defined as the
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projective scheme

BlY (X) = Proj(A⊕ I ⊕ I2 ⊕ . . . ).
The projectivized cone of Y in X is the subscheme of the blow-up defined
by:

CY/X = Proj(A/I ⊕ I/I2 ⊕ I2/I3 ⊕ . . . ).
Exercise 2.51. Let X be the affine plane A2

k over an algebraically
closed field k, and Y the point (0, 0) ∈ X. Show that the blow-up
BlY (X) is just

BlY (X) = Bl(0,0)(A2
k) = {(x, y)× (r, s) ∈ A2

k × P1
k | xs = ry}.

For the curve X ′ : y2 = x3−x2 ⊂ X and the natural map π : BlY (X) −→
X, prove that π−1X ′ is non-singular. In this sense the blow-up has re-
solved the singularity of X ′.

2.6. Quasi-coherent sheaves of OX-modules. The notion of quasi-
coherence for a sheaf was introduced by Serre and represents a global
version in schemes of our M̃ over affine schemes.

Definition 2.52. A sheaf of OX-modules is a sheaf F on X such
that for each open U , the group F(U) is an OX(U)-module, in such a
way that the module structure is compatible with the inclusion maps.
An OX-module F is free if it is isomorphic to a direct sum of copies of
OX . It is locally free if X can be covered by open sets U for which F|U
is a free OX |U-module. A locally free sheaf of rank one is called
an invertible sheaf. A set of sections s1, s2, . . . , sk is said to generate
a sheaf if for all x ∈ X there exist 1 ≤ i ≤ k such that si(x) 6= 0.

Definition 2.53. Let (X,OX) be a scheme. A sheaf F of OX-modules
is quasi-coherent ifX can be covered by open affine sets Ui = Spec(Ai),
such that for each i there is a Ai-module Mi with F(Ui) ∼= M̃i.

Theorem 2.54. Let X be a scheme, F a sheaf of OX-modules. The
following are equivalent:

(1) For all U ⊂ X affine open F|U ∼= M̃ for some Γ(U,OX)-
module M .

(2) (F is quasi-coherent): there is an open affine cover {Ui} of X
such that for all i, F|Ui

∼= M̃i for some Γ(Ui,OX)-module Mi.
(3) (F is locally the cokernel of free modules): For all x ∈ X,

there exist a neighborhood U of x and an exact sequence of
OX |U -modules

OX |(I)U −→ OX |(J)U −→ F|U −→ 0.
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(4) For all V ⊂ U open affine schemes, the canonical map

Γ(U,F)⊗Γ(U,OX) Γ(V,OX) −→ Γ(V,F),
is an isomorphism.

Proof. (Mumford, [Mum99]) Suppose that we have (4) and let us prove
(3). Let x ∈ X and take an open neighborhood U of x and A =
Γ(U,OX). The A-module Γ(U,F) admits a presentation

A(I) −→ A(J) −→ Γ(U,F) −→ 0

applying the tilde operation to get the associated sheaves we obtain

O(I)
X |U −→ O

(J)
X |U −→ Γ̃(U,F) −→ 0

The canonical homomorphism α : Γ̃(U,F) −→ F|U is an isomorphism
because by (4) is given on basic open sets by the isomorphism

Γ(Uf , Γ̃(U,F)) = Γ(U,F)⊗A Af −→ Γ(Uf ,F).
From (3) to (2), we cover X with affine open sets Ui = Spec(Ai) on
which we have exact sequences:

φi : OX |(Ii)Ui
−→ OX |(Ji)Ui

−→ F|Ui
−→ 0

Since OX |(Ii)Ui
= Ã

(Ii)
i and OX |(Ji)Ui

= Ã
(Ji)
i , the cokernel of the map φi is

of the form K̃ and satisfies (2).
From (2) to (1) we take a basis {Ui} for the topology of X such that
F|Ui

∼= M̃i. Now, if U is an open affine with Γ(U,OX) = A we can
cover each of the Ui by smaller open sets of the form Ug, where g ∈ A
and F|Ui

is of the form M̃ig. We have therefore a finite cover of U by

affine sets Ugi with F|Ui
= Ñi (Ni is now a Agi-module) and for every

open V ⊂ U an exact sequence

0 −→ Γ(V,F) −→
∏

i

Γ(V ∩ Ugi,F) −→ Γ(V ∩ Ugi ∩ Ugj ,F).

We can define new sheaves by

F ′
i |V = F|V ∩Ugi

F ′′
i,j|V = F|V ∩Ugi

∩Ugj

to have an exact sequence

0 −→ F −→
∏

i

F ′
i −→

∏

i,j

F ′′
i,j
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and will be sufficient to prove that F ′
i and F ′′

i,j are of the form M̃ for
some A-module M . But if we look at Ni as a module over A, denoted
by N0

i then for all open sets Ug

Γ(Ug,F ′
i) = Γ(Ug ∩ Ugi,F)
= Γ((Ugi)g,F|Ugi)

= (Ni)g = Γ(Ug, Ñ0
i ),

and the same argument works for F ′′
i,j. From (1) to (4): Let U =

Spec(A) be an affine open set and V = Spec(B) with V ⊂ U . Let

F|U = M̃ . We represent the A-module M like

A(I) −→ A(J) −→M −→ 0.

and therefore

O(I)
X |V −→ O

(J)
X |V −→ F|V −→ 0

We also have a sequence of B-modules

A(I) −→ A(J) −→ N −→ 0.

because F|V = Ñ for some B-module N . Tensoring the first sequence
by B we get

A(I) ⊗A B −→ A(J) ⊗A B −→M ⊗A B −→ 0.

and N and M ⊗A B are equal because they are cokernels of the same
map.

�

Example 2.55. Consider a ring A which is a local domain of dimension
one. The spectrum Spec(A) consist of two points: x0 the closed point
and x1 = U an open point. The sheaf F consist of two sets: M0 =
Γ(X,F) andM1 = Γ(U,F) and a A-linear restriction mapM0 −→M1.
Let K be the quotient field of A. The set M1 is a K-module and M0

is an A-module. The sheaf F is quasi-coherent (condition (4)) if and
only if the induced map on the quotient field M0 ⊗A K −→ M1 is an
isomorphism. In this case F = M̃0.

Definition 2.56. A topological space X is noetherian if for all
open sets U ⊂ X, the partially order set of closed subschemes of U
satisfies the descending chain condition. Let X be a noetherian space,
F a quasi-coherent sheaves of OX-modules. Then OX is said to be
coherent if for all affine U ⊂ X, the Γ(U,F) is a finite Γ(U,OX)-
module.
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Example 2.57. If A is a noetherian ring, the topological space Spec(A)
is noetherian. More generally if a scheme X admits a finite covering by
open affine sets Spec(Ai) with Ai noetherian, then X is a noetherian
topological space.

Example 2.58. For a map of schemes X −→ Y , the sheaf of relative dif-
ferentials ΩX/Y is a quasi-coherent sheaf. If f : X −→ Y is a morphism
of finite type (see later definition 3.59) between noetherian spaces, then
then ΩX/Y is coherent. For example for B = K[x1, . . . , xn]/(f1, . . . , fm)
and A = K, the sheaf of relative differentials ΩSpec(B)/ Spec(A) is a co-
herent sheaf of on Spec(B).

Example 2.59. For any closed subscheme Y ⊂ X , the ideal sheaf IY is
a quasi-coherent sheaf of ideals. If X is noetherian, if it is a coherent
sheaf.

Exercise 2.60. Consider the blow-up π : BlY (X) = X̃ −→ X of a
scheme X along a subscheme Y defined by the ideal sheaf I. Define
the inverse image ideal Ĩ = π−1IOX̃ . Prove that Ĩ is in fact equal to

OX̃(1). In particular Ĩ is an invertible sheaf on X̃.

Proposition 2.61. Let A be a noetherian ring. Let X = ProjA for a
graded k-algebra which is finitely generated in degree 1. Then we have
the following

(1) Every coherent sheaf on X is isomorphic to M̃ for some finitely
generated graded A-module M .

(2) Two finitely generated Z-graded A-modules M,N satisfy M̃ =
Ñ if and only if there is an isomorphism of graded modules
M≥n

∼= N≥n for some n ∈ Z.

Proof. (1) Let F be a coherent sheaf on X and consider the associated
graded module

M = Γ∗(F) =
⊕

n

Γ(X,F(n)).

Let us define the map β : Γ̃∗(F) −→ F . Let f ∈ A1. Since Γ̃∗(F) is
coherent it is enough to give the map β on open sets of the form D+(f).

A section of Γ̃∗(F) is of the form m
fd for m ∈ Γ∗(X,F(d)) and f−d can

be considered as a section of OX(−d), which means that we can take

β(
m

f d
) = m⊗ f−d ∈ Γ(D(f),F).

Now, because F is coherent, the map β identifies the moduleM(f) with
sections of F over D+(f). To do that we find elements {f1, . . . , fn} ⊂
A1 such thatX is covered byD+(fi) and then for a section t ∈ Γ(Xf ,F)
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and for some n > 0, the section fnt ∈ Γ(Xf ,F⊗O(n)) extends a global
section of F ⊗ O(n) (Lemma 5.14 of [Har77]). In this way we prove

that the map β : Γ̃∗(F) −→ F is an isomorphism for F coherent.
(2) For a graded A-module M we have the exact sequence:

0 −→ M≥n −→ M −→M/M≥n −→ 0.

Localization with respect the multiplicatively stable system {1, f, f 2, . . . }
for a homogeneous element f ∈ A kills the finite dimensional vector
space M/M≥n and therefore we have M≥n(f)

∼= M(f) and the equality

of the associated sheafs M̃≥n = M̃ . On the other hand if we have two
graded A-modules M,N satisfying all the conditions of the theorem

and M̃ = Ñ , the sheaf M̃(n) is generated by global sections of N for n
big enough. If we take the submodule N ′ ⊂ N generated by those sec-
tions we have Ñ ′ →֒ M̃ , which gives an isomorphism Nn

∼= N ′
n
∼= Mn

for n big enough. �

Let X be a noetherian scheme. The idea of Proj can be extended
to quasi-coherent sheaves L =

⊕
d≥0 Ld of graded OX algebras. We

are going to assume that the degree zero part L0 = OX and that the
degree one part L1 is be a coherent sheaf of OX algebras that generates
the whole L as L0 = OX -algebra. The sheaf L being quasi-coherent
allows us to glue together the different πU : Proj(L(U)) −→ U over the
affine open sets U = Spec(A) along the intersection. The properties of
quasicoherent sheaves give π−1

U (U ∩ V ) ∼= π−1
V (U ∩ V ). In this way we

can construct the global π : Proj(L) −→ X

Definition 2.62. Let X be a noetherian scheme and E a locally free
coherent sheaf, construct the symmetric algebra L(E) = S(E), then the
algebra L(E) satisfies the previous conditions and we define P(E) =
Proj(L(E)). We call P(E) the relative projective space associated
to E .

Definition 2.63. Let E be a quasi-coherent sheaf of OX-modules. The
symmetric algebra Symm(E) is also a quasi-coherent sheaf of OX-algebras
and it satisfies our conditions for defining Proj. We denote by P(E) =
P(Symm(E)), the projective bundle associated to E .

Example 2.64. X be a noetherian scheme and I a coherent sheaf of
ideals. There is a natural surjection of graded algebras

Symm(I) −→
⊕

d≥0

Id,
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which allow us to consider the blowing up BlI(X) as a closed sub-
set of P(I). On the other hand, the projectivized cone of Y in X is
SymmOX/I(I/I2).
2.7. Projective modules and invertible sheaves. The projective
modules of rank one will represent a special case of line invertible
sheaves when we work with affine schemes.

Definition 2.65. Let A be a ring. An A-module P is called projective
if for every surjective A-homomorphism M −→ M ′ of A-modules, the
canonical homomorphism HomA(P,M) −→ HomA(P,M

′) is onto.

Example 2.66. The free A-module M = AI is a projective A-module.

Proposition 2.67. The following statements are equivalent:

(1) P is projective.
(2) The functor HomA(P, .) is exact.
(3) P is a direct summand of a free module

Proof. (2) is just a reformulation of (1). Assume (3), that is P is a
direct summand of free A-module AI . Then HomA(P, .) is a direct
summand of HomA(A

I , .) and therefore exact. On the other hand if
(xi)i∈I is a generating system of P over A, we have a surjective map
AI

։ P . By definition of projective we have a section P −→ AI that
makes P a direct summand of AI . �

Definition 2.68. Let A be a ring and M an A-module. We will call
M dual (denote M∨) the A-module M∨ = HomA(M,A).

For all A-modules M and N there is a canonical map M∨⊗AN −→
HomA(M,N) that maps ϕ⊗ y to the homomorphism x 7→ ϕ(x)y from
M to N .

Proposition 2.69. The following statements are equivalent:

(1) P is projective of finite type
(2) The canonical map P ∨ ⊗A P −→ EndA(P ) is surjective.

Proof. The direction (1) ⇒ (2) is a consequence of 2.67 (3). To prove
the other direction we observe that the identity of P is in the im-
age of P ∨ ⊗A P . There exist then a natural number n together with
x1, x2 . . . xn ∈ P and linear forms

ϕ1, ϕ2, . . . ϕn : P −→ A,

such that for all y ∈ P we have y =
∑n

i=1 ϕi(y)xi. The xi generate
P and we have a surjective homomorphism An −→ P −→ 0. The
map ϕ(y) = (ϕ1(y), . . . , ϕn(y)) on other hand determines a section
ϕ : P −→ An and P is a direct summand of An. �
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Exercise 2.70. Show that with the conditions of the previous proposi-
tion, the map P ∨ ⊗A P −→ EndA(P ) is an isomorphism.

Exercise 2.71. (Trace of a map on projective modules of finite rank)
Let A be a ring.

(a) For every A-module, there is a canonical (evaluation) mor-
phism M∨⊗AM −→ A, such that ϕ⊗ y is associated to ϕ(y).

(b) If P is a free A-module of finite rank, verify that the image of
f : P −→ P by the previous maps is the trace of f . One can in
this way define the trace of an endomorphism on a projective
module of finite rank.

Exercise 2.72. (Projective modules are reflexive) Let M be an A-
module. We have a canonical A-homomorphism M −→ M∨∨. Verify
that if M is projective of finite type, the above homomorphism is a
bijection. Show that if M is projective of finite type, so is M∨.

Exercise 2.73. Show that every projective module is flat. In this sense,
we have the inclusions

Free Modules ⊆ Projective Modules ⊆ Flat Modules.

Exercise 2.74. If P is a projective module over a ring A and S is
a multiplicatively stable system of A. Show that S−1P is a projective
S−1A-module.

Exercise 2.75. Let P be a projective module. Show that for all integer
n, the modules Tn(P ), Symmn(P ) and ∧n(P ) are projective modules.

Exercise 2.76. Prove that a projective module of finite type is finitely
presented.

Theorem 2.77. The following statements are equivalent

(1) P is projective of finite type
(2) P is locally free of finite type for the Zariski topology of Spec(A.)

Proof. For (2)⇒ (1), we use proposition 2.69. Let M = coker(P ∨ ⊗A

P −→ EndA(P )). The fact that P is locally free provide us with
elements f1, f2, . . . , fn that form a unity partition and such that Pfi

are free Afi-modules of finite type for each i. Localization commutes
with tensor product and with Hom(P, .) since P is finitely presented.
The module M satisfies then

Mfi = coker(P ∨
fi
⊗Afi

Pfi → EndAfi
(Pfi)) = 0 ∀i = 1, . . . , n.

By properties of localization in exercise 1.27 we get that M = 0 and
P is projective. The other direction is a consequence of the following
two lemmas: �
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Lemma 2.78. If P is a projective module of finite type, p a prime ideal
of A and we have an isomorphism ψ : An

p −→ Pp there exist f ∈ A \ p
such that ϕ can be extended to a map ϕ : An

f −→ Pf .

Proof. Let us show that if ϕ : An −→ P is an A-morphism such that
ϕp = ψ, then there exist f ∈ A\p such that (ker(ϕ))f and (Coker(ϕ))f
are both zero. The module Coker(ϕ) is of finite type because P is. We
need to proof that ker(ϕ) is of finite type in a neighborhood of p. Using
exercise 1.27, we can choose f ∈ A such that (Coker(ϕ))f = 0, then Pf

is a projective Af -module with

ker(ϕ)f → Pf → An
f → 0.

The map ϕf splits and ker(ϕ)f is a quotient of Am
f and hence of finite

type. �

Lemma 2.79. If A is a local ring with maximal ideal m and P is a
projective A-module of finite type then P is free of rank dimA/m(P/m).

Proof. Let x1, . . . , xn be elements of P that represent a basis of P/mP
over the field A/m. Let ϕ : An −→ P the homomorphism sending the
element ei of the canonical basis of An to xi. By Nakayama, we have

a split exact sequence 0 → N → An ϕ−→ P → 0. When we tensor by
A/m, the sequence is still exact

0→ N ⊗ A/m→ (A/m)n
ϕ̃−→ P/mP → 0.

The map ϕ̃ is chosen to be an isomorphism ϕ̃ : (A/m)n −→ P/mP of
finite dimensional vector spaces and therefore N⊗A/m = 0. Applying
Nakayama for the finite type module N we obtain N = 0 and ϕ :
An −→ P is an isomorphism. �

Corollary 2.80. Let A be a ring and P an A-module of finite type
over A. The function r(P ) : Spec(A) −→ N that to a prime ideal p
associates the dimension of the space Pp/pPp over the field Ap/pAp, is
locally constant.

Proof. Suppose that P is a projective module of finite type. Consider
a covering (D(fi))

n
i=1 of Spec(A) by basic open sets. Using theorem

2.77, P is locally free of finite rank for the Zariski topology, therefore
for each i there exist an integer ni such that Ani

fi
is isomorphic to

Pfi. Since localization is an exact functor, for every p ∈ D(fi), A
ni
p is

isomorphic to Pp. Since the modules Pp/pPp
∼= (Ap/pAp)

ni , we have
that

dimAp/pAp
(Pp/pPp) = ni

for each prime ideal p in D(fi). �
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Definition 2.81. Let A be a ring and P an A-module of finite type over
A. One says that P is of rank n if the function r(p) : Spec(A) −→ N
is constant and equal to n.

Example 2.82. If Spec(A) is connected as topological space, then all
projective A-modules of finite type are of constant rank. In particular
lemma 2.79 shows that for a domain A with field of fractions K, every
projective A-module P is of constant rank equals dimK(P ⊗A K).

Exercise 2.83. Let A be a ring and P a projective module of constant
rank.

(a) Prove that if P ′ is another projective A-module of constant rank
so is P ⊗A P

′.
(b) Show that Ti(P ), Symmi(P ),∧i(P ) and P ∨ and projective mod-

ule of constant rank.
(c) Let n be the rank of P , show that there is a canonical isomor-

phism
P −→ Hom(∧n−1P,∧nP ).

Exercise 2.84. Let A be a reduced ring and M of finite type. Suppose
that the function r(M) is locally constant. Show that M is projective.
Find an example where this is not true for a non-reduced ring A.

Exercise 2.85. Prove that an A-module P is projective of finite type
if and only if the localization Pp is free of finite type over Ap for all
p ∈ Spec(A).

Exercise 2.86. Consider the ring A = Z/6Z. Show that the A-module
Z/3Z is projective of finite type but not free over Z/6Z.

Exercise 2.87. Let A be a ring such that Spec(A) is not connected.
Find a A-module projective module of finite type over A that is not free.

Exercise 2.88. (Tangent bundle to the sphere) Let A be the ring of
the real sphere A = R[X, Y, Z]/(X2+Y 2+Z2−1). Let T the A-module
which is the kernel of the map ϕ : A3 −→ A defined on the canonical
basis e1, e2, e3 by ϕ(e1) = 2X, ϕ(e2) = 2Y and ϕ(e3) = 2Z.

(a) Show that T is a projective A-module of rank two.
(b) Show that T = (Ω1

A/R)
∨.

(c) Let (x, y, z) be a point with real coordinates in the sphere of ra-
dius one. Verify that the kernel of the evaluation map ev : A −→
R that to any polynomial f assigns f(x, y, z), is a maximal
ideal m(x, y, z) of A. Verify that A/m(x, y, z) = R.

(d) Let (α, β, γ) a point with real coordinates in A3. Show that
if (α, β, γ) is in T then the point of R3 with coordinates (x +
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α(x, y, z), y + β(x, y, z), z + γ(x, y, z)) is in the tangent plane
to sphere at (x, y, z).

(e) Deduce from a classical theorem of algebraic topology that the
projective A-module T is not a free A-module.

2.8. Invertible modules over a ring. The projective modules of
rank one are particularly interested. For example an ideal of A that is
a projective module is of rank one.

Definition 2.89. Let A be a ring and let L be a module over A. We
say that L is an invertible A-module if and only if L is projective
of rank one.

Proposition 2.90. Let L be an A-module. the following propositions
are equivalent.

(1) L is invertible
(2) The canonical map of evaluation L⊗A L

∨ −→ A is an isomor-
phism.

Proof. (1)⇒ (2) It is enough to tho the proof locally and therefore the
proof reduces to the case L = A.
(2)⇒ (1) It is now enough to show that L is isomorphic to A when A is
local. If (2) holds we have n elements x1, . . . , xn ∈ A and n linear forms
λ1, . . . , λn on L such that

∑n
i=1 λi(xi) = 1. When A is local, we then

have at least one λi(xi) that is invertible in A. Therefore we can find a
linear map λ : L −→ A and an element x ∈ L such that λ(x) = 1 and
when we sent the element 1 ∈ A to x we obtain a splitting L = A⊕M .
Taking dual we get L∨ = A⊕M∨ and

L⊗A L
∨ = A⊕M ⊕M∨ ⊕M ⊗M∨.

Suppose that M 6= 0. If m ∈ M is an element whose image is x
after the map L ⊗A L

∨ → A, the element (−x,m) also in L ⊗A L
∨

will have then image 0, givin m = 0 and x = 0. Alternatively we
could have observed that M,M∨ and M ⊗M∨ are projective modules
because they are direct factors of A. The rank being additive will give
M =M∨ = 0. �

Corollary 2.91. Let L be an invertible A-module, then the canonical
endomorphism A −→ EndA(L) is an isomorphism

Proof. For a projective module L of finite type over A we have an
isomorphism L∨⊗AL −→ HomA(L, L). On the other hand by 2.90, for
an invertible module L we have an isomorphism L∨ ⊗A L −→ A. �

Exercise 2.92. Let P be a projective module of rank n, show that ∧nP
is an invertible A-module.
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Exercise 2.93. Let A be an integral domain and L1, L2 invertible A-
modules. Prove that any A-homomorphism L1 −→ L2 is injective.

Exercise 2.94. Prove that if L is an invertible A-module, then L∨ is
also invertible.

Proposition 2.95. The tensor product gives the set of isomorphism
classes of invertible A-modules, the structure of commutative group.
The class of A is the neutral element and the class of the dual is the
inverse. This group is called the Picard group of A and denoted
Pic(A).

Exercise 2.96. (Grothendieck group) Let A be a ring and Proj(A)
the set of isomorphism classes of projective A-modules of finite type.
One denotes by K0(A) the group Z(Proj(A)/R, where R is the group
generated by elements of the form [P ]− [P ′]− [P ′′] whenever we have a
short exact sequence 0 −→ P ′ −→ P −→ P ′′ −→ 0. We called K0(A)
the Grothendieck group of the projective A-modules of finite type.
(a) Let χ : Proj(A) −→ K0(A) defined by χ(P ) = class of [P ]. Show
that χ is the universal additive function, that is for any map λ :
Proj(A) −→ G, where G is an additive group, with the property that
λ(P ) = λ(P ′) + λ(P ′′) whenever there is an exact sequence of projec-
tive modules 0 −→ P ′ −→ P −→ P ′′ −→ 0, then there is a unique
ϕ : K0(A) −→ G such that λ = ϕ ◦ χ.
(b) Show using splitting that if we have an exact sequence 0 −→ P ′ −→
P −→ P ′′ −→ 0 of projective modules of finite type, then

n∧
P ≃

⊕

i+j=n

i∧
P ′ ⊗

j∧
P ′′.

(c) Deduce that if Spec(A) is connected for the Zariski topology, the
map

∧max : Proj(A) −→ Pic(A) that to every projective module P of
rank n assigns

∧n P is additive and we can therefore define a homo-
morphism determinant:

det : K0(A) −→ Pic(A).

(d) Verify that for connected Spec(A), the function rk : Proj(A) −→
Z is also additive and therefore we have a rank homomorphism rk :
K0(A) −→ Z.

The notion of invertible sheaf on a scheme is a globalization of the idea
of invertible A-module or projective module of rank one.

Definition 2.97. An invertible sheaf over a scheme X is a quasi-
coherent sheaf L such that there exist a covering of X by open sets
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{Ui}i∈I such that L|Ui ⋍ OUi
. We will refer to invertible sheaves also

as line bundles on X.

Exercise 2.98. Show that if U = Spec(A) is an open set of a scheme
X and L is an invertible sheaf on X, then L|U = P̃ for some projective
A-module P .

Exercise 2.99. Show that isomorphism classes of invertible sheaves on
X with the tensor product have the natural structure of abelian group.
We called the Picard group of X, denoted Pic(X).

A positive Cartier divisor is defined on the scheme X as a closed
sub-scheme of X locally defined by one equation that is not a zero
divisor in OX . It is the same as saying that the associated sheaf of
ideals is invertible. A Cartier divisor is locally the difference of two
positive Cartier divisors.

Definition 2.100. Let A graded in positive degree. We denote A(n),
the graded A-module such that A(n)k = An+k and also by OP (n) the

sheaf Ã(n) associated to A(n) on P = Proj(A).

Proposition 2.101. Let A be a graded ring in positive degree and
denote P = Proj(A). If f is a homogeneous element of degree one, we
have an isomorphism of sheaves O(n)|D+(f) ≃ OP |D+(f).

Proof. We have an isomorphism (Af)0
∼−→ (Af )n given by multiplication

by fn. Therefore

O(n)|D+(f) ≃ ˜((Af)n)0 ≃ (̃Af )0 ≃ OP |D+(f),

and we obtain the isomorphism of sheaves. �

Corollary 2.102. Let A = ⊕An a graded ring generated by A1 over
A0. The sheaf OP (n) is locally free on P = Proj(A). For integers n,m
we have O(n)⊗O(m) ⋍ O(n+m). On the other hand for all integers
n there is a A0-homomorphism

An −→ Γ(Proj,OP (n)),

that is an isomorphism when A = A0[x0, . . . , xn] is the polynomial ring.

Proof. We have the isomorphism of gradedA-modules A(n)⊗AA(m)
∼−→

A(n + m) that will give an isomorphism of associated sheaves. For
the second part note that we have a canonical homomorphism of A0-
modules M0 −→ (Mf )0 for every A0-module M . We can paste to-

gether this maps to obtain a map M0 −→ Γ(Proj(A), M̃). Now when
A = A0[x0, . . . , xn], this map is injective on the open cover defined by
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the sets D+(xi) for each i = 1, . . . n. On the other hand if we have ho-
mogeneous polynomials P0, . . . , Pm of degree n + k such that we have
an equality Xk

j Pi = Xk
i Pj with i 6= j, the exponent of Xi in Pi is at

least k and therefore Xk
i divides Pi and the map is surjective. �

Corollary 2.103. Let A be a ring such that Spec(A) is a connected
set, then the projective space Pn

A is also connected.

Proof. The global sections of Pn
A are Γ(Pn

A,OPn
A
) = A. �

Proposition 2.104. Let A = ⊕An a graded ring generated by A1 over
A0. Then OP (1) is generated by the sections images of A1.

Proof. For every homogeneous element f of degree one and x ∈ Ak+1,
the map θ : (Af)0 ⊗ A1 −→ ((A1)f )0 given by

θ(xf−k−1 ⊗ f) = xf−k−1f = xf−k

is a surjection on the open set D(f). �

Proposition 2.105. (Characterization of morphisms to the projective
space) Let A be a ring, n an integer and X a scheme over A then the
inverse image gives a natural bijection between the set of morphisms
HomA−Schemes(X,Pn

A) and the classes of vectors (L, s0, . . . , sn) where L
is an invertible sheaf on X and si for i = 0, . . . , n are global sections
of L that generate L and (L, s) and (L′, s′) are equivalents, denoted
(L, s) ∼ (L′, s′) when there exist an isomorphism θ : L −→ L′ such
that θ(si) = s′i for all i.

Proof. We will take the class of (ϕ∗O(1), ϕ∗T0, . . . , ϕ
∗Tn) as image of

the map ϕ : X −→ ProjA[T0, . . . , Tn]. Let us consider the open set
Xi ⊂ X where si 6= 0, that is to say where si generates L. The
Xi cover X because the system of section {si}i generate L. We have
ϕi = ϕ|Xi : Xi −→ Ui where we denote by Ui ⊂ Pn(A) the open set

where Ti 6= 0. As Ui = Spec(A[
Tj

Ti
]) one sees that ϕi is associated to

the ring homomorphism ϕ∗ : A[
Tj

Ti
] −→ Γ(Xi,OXi

) sending [
Tj

Ti
] to [

sj
si
].

Recall also that L|Xi
= OXi

· si and that ϕ∗([
Tj

Ti
]) · si = sj .

Surjectivity: Suppose that we define maps ϕi : Xi −→ Ui associated
to the maps of rings ϕ∗

i : A[
Tj

Ti
] −→ Γ(Xi,OXi

) defined by the property

ϕ∗([
Tj

Ti
]) · si = sj. The isomorphism A[. . . , Tk

Ti
. . . ]Tj

Ti

≃ A[. . . , Tk

Tj
. . . ] Ti

Tj

given by the application that sends Tk

Ti
7→ Tk

Tj
for k 6= i, j and

Tj

Ti
7→ Ti

Tj
,

allows us to paste together the maps ϕ∗
i along

ϕ∗
i = ϕ∗

j : Γ(Ui ∩ Uj,OPn) −→ Γ(Xi ∩Xj ,OX)
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and the same can be done for the ϕi : Xi −→ Ui to obtain ϕ : X −→ Pn
A

such that (L, s) = (ϕ∗O(1), ϕ∗T0, . . . , ϕ
∗Tn).

Injectivity: If ϕ, ϕ′ : X −→ Pn
A are two morphisms of schemes over A

such that ϕ′∗O(1) ≃ ϕ∗O(1) by an isomorphism θ such that θ(ϕ′∗Ti) =
ϕ∗Ti for all i. The open sets Xi and X ′

i are equal because ϕ∗Ti and
ϕ′∗Ti are non-zero simultaneously. We also have

ϕ∗
i (
Tj
Ti

) =
sj
si
, ϕ′∗

i (
Tj
Ti
) =

s′j
s′i
.

In the ring Γ(Xi,OX) we can apply the OX-linearity of θ to obtain

sj = θ(s′j) = θ(λj,js
′
i) = λj,iθ(s

′
i) = λj,isi.

This shows ϕ∗
i = ϕ′∗

i and ϕi = ϕ′
i : Xi −→ Pn

A for all i. �

Corollary 2.106. Let A be a ring and n an integer. Then, if B is a
ring over A such that Pic(B) = 0, the set Pn(B) = HomA(Spec(B),Pn

A)
is equal to the set of (n+1)-tuples (b0, . . . , bn) of elements of B module
the equivalence relation (b) ≡ (b′) if there exist a unit u of B such that
bi = ub′i for all i.

Indeed if ϕ : Spec(B) −→ Pn(A), the only choice for ϕ∗O(1) is B̃. The
automorphism are given by elements u ∈ B×. One recover in this way
the usual definition of the projective space.

Proposition 2.107. (Universal property of the Blow-up) Let X be a
locally noetherian Scheme and Y ⊂ X a closed subscheme defined by
the sheaf of ideals I. If π : X ′ −→ X is the Blow-up of X along Y ,
the ideal IOX′ on X ′ is locally generated by a non-zero divisor. On the
other hand the Blow-up is universal for that property: If f : Z −→ X
is another map of schemes such that f−1Y is a Cartier divisor, there
exist a morphism g : Z −→ X ′ such that f = π ◦ g.
Proof. The uniqueness allow us to do the proof locally on X . The ideal
IOX′ equals OX′(1) when we write X ′ = Proj(⊕nI

n) and is therefore a
Cartier divisor on X ′. If X = Spec(A) with A noetherian, we will have
n elements a0, . . . , an that generate I. If IOZ is an invertible sheaf on
Z, the morphism Z −→ Spec(A) factors through a map Z −→ Pn

A by
proposition 2.105. The ring ⊕In is quotient of A[X0, . . . , Xn] by the
application Xi 7→ ai, which gives a closed immersion of X ′ on Pn

A. The
closed set X ′ is then defined by a system of homogeneous equations
F (a0, . . . , an) = 0 and the image of Z by the map Z −→ Pn

A satisfy
these equations showing that we actually have Z −→ X ′ ⊂ Pn

A. �

Exercise 2.108. Let A be a ring and consider the affine n-dimensional
space An

A = Spec(A[x1, . . . , xn]) over A. Consider the schemes Ui =
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Spec(Ti) ∼= An
A, where Ti = A[x1/xi, . . . , xn/xi, xi] is a subring of T =

A[x1, x
−1
1 , . . . , xn, x

−1
n ]. Show that we can form an scheme Z, gluing

together the schemes Ui along (Ui)xj
= (Uj)xi

. Also show that we have
a natural map ϕ : Z −→ An

A and Z −→ An
A is the blow-up of An

A along
Y = V (x1, . . . , xn).

Exercise 2.109. Consider a scheme X together with a rational map
ϕ : X 99K Pn determined by an invertible sheaf L and a set of global
sections s0, s1, . . . , sn ∈ Γ(X,L). Let U →֒ X be the open set where
sections si generate L. Show that we can construct a suitable sheaf of
ideals I on X such that Ix = OX,x ⇔ x ∈ U and the map ϕ : U −→ Pn

can be extended to a map ϕ′ : X ′ −→ Pn, where X ′ = BlY (X) is the
blow-up of X along the subscheme Y determined by I.

3. Rings of dimension one

The dimension (or Krull dimension) of a ring is the supremum
(∈ N∪∞) of the lengths of all chains of prime ideals, each of them
strictly containing the previous one. For example Z has dimension one,
because (0) ( (p) for a prime number p, is a maximal chain of prime
ideals. In this section we will deal with the fundamental examples of
rings of dimension one in arithmetic geometry: The ring of integers in
a number field and the ring of regular functions on an affine algebraic
curve.

3.1. Noetherian rings of dimension zero. We start laying the foun-
dations with the study of rings of dimension zero.

Exercise 3.1. Prove that if A is an integral domain of dimension one
and f 6= 0, the ring A/fA is of dimension zero.

Exercise 3.2. Show that if M is a A-module simple (without proper
sub-modules), there exist a maximal ideal m ⊂ A such that M ≃ A/m.

Proposition 3.3. (Theorem of Jordan-Hölder) If we have two filtra-
tions (0) = M0 ⊂ M1 ⊂ · · · ⊂ Mn = M, and (0) = M ′

0 ⊂ M ′
1 ⊂

· · · ⊂ M ′
q = M of the A-module M , where the successive quotients

Mi/Mi−1 and M ′
i/M

′
i−1 are simple modules, then n = q and there exist

a permutation σ of {1, 2, . . . , n} such that Mi/Mi−1 =M ′
σ(i)/M

′
σ(i−1).

Proof. (Sketch of the proof) A finite filtration (0) =M0 ⊂M1 ⊂ · · · ⊂
Mn = M is called of finite length n. We will prove by induction on
n that q ≤ n and because the roles of q and n can be interchange we
finish the first part. Let r the smallest number such that M1 ⊂ M ′

r.
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One has the following filtration with at most one successive quotient
being zero:

(0) ⊂M ′
0 ⊂ · · · ⊂M ′

r−1 ⊂M ′
r/M1 ⊂M ′

r+1/M1 ⊂ · · · ⊂M ′
q/M1 =M/M1.

The module M/M1 has therefore a filtration with simple successive
quotients of length q − 1, therefore comparing with

(0) =M1/M1 ⊂M2/M1 ⊂ · · · ⊂Mn/M1 ⊂M/M1,

we have q ≤ n− 1 or q − 1 ≤ n− 1. In any case q ≤ n.
Let m be a maximal ideal of A. Tensoring the filtration (0) = M0 ⊂
M1 ⊂ · · · ⊂ Mn = M with Am we will get a filtration for the lo-
calization Mm. The successive quotients are annihilated if they are
isomorphic to A/m′ for some maximal ideal different from m. On the
other hand the successive quotients isomorphic to A/m will remain the
same. Applying the first part of the of the theorem to Mm we obtain
the second part. �

A filtration (0) = M0 ⊂ M1 ⊂ · · · ⊂ Mn = M , where successive quo-
tientsMi/Mi−1 are simple modules, is nothing but a maximal sequence
where no extra module can be inserted.

Definition 3.4. Let A be a ring and M and A-module. One says that
M is of finite length n if we can find a filtration with simple successive
quotients and length n.

Corollary 3.5. On the category of modules of finite length over A, the
length is an additive function. A module has length zero if and only if
it is zero.

Corollary 3.6. Let M be a module of finite length over A. Consider
the finite set m1, m2, . . . , mr of maximal ideals of A such that Mmi

6= 0.
Then the application:

M −→
r∏

i=1

Mmi

is an isomorphism.

Proof. The two modules M and
∏r

i=1Mmi
have the same length. By

corollary 3.5, it is enough to prove that the map is injective. That is,
if x is not zero it will have a non-zero image in one of the localizations
Mmi

. �

Corollary 3.7. Let A be a ring of finite length as A-module. Then
Pic(A) = 0.
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Proof. If m is a maximal ideal of A and L is an invertible A-module,
we have Lm ≃ Am and therefore

L ≃
∏
Lm ≃

∏
Am ≃ A

using the previous result. �

Remark 3.8. As a consequence of 3.5, every decreasing (or increasing)
sequence of submodules of a module of finite length will be necessarily
stationary.

Definition 3.9. We say that the A-module M is artinian if every
non-empty family of sub-modules of M has a minimal element for the
inclusion. By Zorn’s lemma, being artinian is equivalent to the fact
that any descending chain M0 ⊇ M1 ⊇ . . . stabilizes. An artinian ring
A is a ring that an artinian when considered as module over itself.

Example 3.10. For example every module of finite length will be ar-
tinian.

Example 3.11. Let A be a local ring and m its maximal ideal. Suppose
thatm is a module of finite type over A (for example if A is noetherian).
Then for all natural number n, the ring A/mn is artinian. We have a
filtration of the sort

0 ⊂ mn−1/mn ⊂ · · · ⊂ m/mn ⊂ A/mn,

where the successive quotients are vector spaces of finite dimension
over the field A/m and therefore of finite length as A-modules. By the
additivity of the length (3.5), the module A/mn is of finite length.

Exercise 3.12. An integral domain that is no field, is not artinian.

Exercise 3.13. Let 0 −→ M ′ −→ M −→ M ′′ −→ 0 be an exact
sequence of A-modules. Show that M is artinian if and only if M ′ and
M ′′ are artinian. Verify that the same is true for finite length in place
of artinian.

Lemma 3.14. Let A be a noetherian ring and M an A-module. Then,
there exist an element x 6= 0 in M such that the annihilator Ann(x) is
a prime ideal of A.

Proof. Because A is noetherian we can take an ideal I = Ann(x) which
is maximal for the set of ideals that are annihilators of non-zero ele-
ments of M . The ideal I 6= A because the elements we are considering
are non-zero. Let us see that I is prime. If abx = 0 and ax 6= 0 then
b ∈ Ann(ax) ⊃ I and therefore b ∈ I because I is maximal. �
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Corollary 3.15. Every module M of finite type over a noetherian ring
A admits a finite filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mn = M such that
the successive quotients Mi+1/Mi ≃ A/pi where pi is a prime ideal of
A.

Proof. The moduleM is noetherian, so we can choose a submodule M ′

maximal among the submodules satisfying the above property. Taking
M ′′ = M/M ′ as our module and applying the lemma above we get
M ′′ = 0 and M =M ′. �

Example 3.16. The ring Z is noetherian but not artinian. For every
a ∈ Z, we have the sequence: (a) ⊃ (a2) ⊃ . . . On the other hand a
k-vector V is noetherian if and only if it is artinian.

Proposition 3.17. Let A be a ring. The following propositions are
equivalent:

(1) A is a noetherian ring of dimension zero.
(2) A is of finite length.
(3) A is artinian.

Proof. (Idea of the proof) Clearly (2) implies (3) (and also that A is
noetherian). Using corollary 3.15 and the fact that in dimension zero
all prime ideals are maximal we get finite length we get (1) implies (2).
If we have on the other hand a ring A that is artinian and p a prime
ideal in A, the domain A/p must be a field and p must be maximal.
So, we have therefore that every artinian ring has dimension zero. The
rest of the proof will be a consequence of the following lemmas. �

Definition 3.18. The nilradical N of an ring A is the set of nilpotent
elements of A. It can be characterized as the intersection of all the
prime ideals of A.

Lemma 3.19. The nilradical N of an artin ring is nilpotent.

Proof. Suppose that for a number k we have a = Nk = Nk+1 = . . . .
If a 6= 0 there will be a minimal element c for the (non empty) set Σ
of ideal b such that ab 6= 0. By definition, there will be an element
x ∈ c such that ca 6= 0 and therefore c = (x). But the ideal xa is also
in Σ giving xa = (x). There exist then an element y ∈ a such that
x = xy = xy2 = xy3 = . . . . But y ∈ a is nilpotent!, therefore x = 0
and a = 0. �

Lemma 3.20. Let A be an ring. If a product
∏

imi of maximal ideals
mi (not necessarily distinct) gives the zero ideal, then the ring A is
noetherian if and only if A is artinian.
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Proof. Consider the sequence A ) m1 ⊃ m1m2 ⊃ · · · ⊃ m1m2 . . . mn =
0. The succesive quotient are vector spaces and therefore noetherian
and artinian will be equivalent. Using properties of the chain condi-
tions for exact sequences the same property holds for A. This is, A is
noetherian if and only if A is artinian. �

Exercise 3.21. Show that Z/nZ is a finite length as module over Z.
Find its length.

Proposition 3.22. Let A be a noetherian ring of dimension one and f
an element of A not contained in any prime ideal p with dim(A/p) = 1,
then Pic(A/fA) = 0.

Proof. If f is not contained in any prime ideal with dim(A/p) = 1,
then dim(A/fA) = 0 and A/fA is still noetherian, therefore A/fA is
artinian by 3.17 and has a trivial Picard group. �

Exercise 3.23. Let A a noetherian ring and p a minimal prime of A.

(a) The ring Ap is artinian.
(b) In a filtration of A like 3.15 show that there will always be a

successive quotient Mi+1/Mi ≃ A/p.
(c) Show that there exist an element x ∈ A such that Ann(x) = p.
(d) Show that the set of minimal primes is finite.

3.2. Principal ideal rings. A ring is said to be a principal ideal ring
if all ideals are principal ideals. In a principal ideal ring, non-zero
irreducible elements generate prime ideals. Also, when the ring is not
a field, a principal ideal ring is a special case of a ring of dimension
one.

Example 3.24. The ring of integers Z and the ring of polynomials k[x],
over a field k, are principal rings. We note the similar role played
by the absolute value and the degree in these two examples. On the
other hand Z[x] is not a principal ideal ring, for example, take the ideal
(2, x) ⊂ Z[x]. This also shows how a submodule of Z[x] needs not to be
free as Z[x]-module. A situation that does not happen over principal
ideal rings.

Proposition 3.25. (Theorem of elementary divisors) Let A be a prin-
cipal ideal domain. Let M be a free A-module of rank n and M ′ a
submodule of M . There exist a basis e1, . . . , en of M and elements
ai ∈ A with the property that ai divides ai+1 in such a way that M ′ is
free with basis consisting on the non-zero elements of the form (aiei)
for i = 1, . . . , n.
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Proof. (Idea of the proof) For the first part we can proceed by induction
in n, assuming that M ′ is a submodule of M and {e1, e2, . . . , en} is
a basis of M . Consider the projection maps πi : M −→ A, given by
π(
∑

i aiei) = ai. IfM
′ 6= 0 there must be a πi such that πi(M

′) 6= 0 and
therefore πi(M

′) = αA for some α. The submodule Ker(πi)∩M ′ ofM ′

is free of rank≤ n−1 by induction hypothesis. NowM ′ = Ker(πi)⊕vA
for v ∈ M ′ such that πi(v) = α is therefore also free of rank ≤ n.
The First step in the induction being guaranteed by the definition of
principal ideal ring, we finish with the first part.
For the second part we should consider the set of ideals

L(M ′) = {T (M ′) ⊂ A | T ∈M∨}
and a maximal element (α) = T0(M

′) in L(M ′) with α = T0(v). Using
the maximality of (α), we can show that α divides T (v) for all T ∈M∨.
In particular α divides the coordinates functions πi(v) and the vector
v can be written as v = αw. Now, from α = T0(v) = αT0(w), we get
T0(w) = 1 and

M = Ker(T0)⊕ Aw and M ′ = (M ′ ∩Ker(T0))⊕ Aαw.
To finish the proof we proceed again by induction on n. �

Definition 3.26. Let A be an integral domain, a module M over A is
said to be torsion-free if every element x ∈ M is annihilated only by
zero.

Example 3.27. IfM is torsion-free, any submodule will also be torsion-
free over A. For instance, the dualM∨ of any moduleM is torsion-free
contained in the torsion free module AI .

Lemma 3.28. Consider a noetherian integral domain A and M a
torsion-free module of finite type over A. Then we have that the canon-
ical morphism M −→M∨∨ is injective.

Proof. Let K be the quotient field of A and consider the commutative
diagram:

M
ϕ−−−→ M∨∨

i

y
yj

M ⊗K ϕK−−−→ M∨∨ ⊗K

The maps i : M −→ M ⊗K and j : M∨∨ −→ M∨∨ ⊗K are injective
because M andM∨∨ are torsion free. On the other hand M∨ andM∨∨

are modules of finite type because the module M is of finite type and
the ring A is noetherian (An → M → 0 ⇒ 0 → M∨ → Hom(An, A)).
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The map ϕK : M ⊗K −→M∨∨⊗K is an isomorphism as M∨∨⊗K ≃
(M ⊗ K)∨∨. The conclusion is then that ϕ : M −→ M∨∨ must be
injective. �

Remark 3.29. Lemma 3.28 can be used as definition of torsion-free for
modules over rings that are not domains.

Corollary 3.30. Let A be a principal ideal domain. Every torsion-free
A-module of finite type is free. For every A-homomorphism of free A-
modules of finite rank ϕ : M −→ M ′, there exist two basis of M and
M ′ such that ϕ is diagonal.

Proof. Applying 3.28 we know M →֒ M∨∨ →֒ AI for some finite index
I and must therefore be free by 3.25. We note that if ϕ : M −→ A is
a non-zero linear form, we have a free direct factor of rank one in M .
This is because Im(ϕ) = Ax for some x ∈ A and the surjective map
ϕ : M −→ Ax into the free module Ax must have a section s : Ax −→
M . Following by induction on the rank M ⊗A K one can get a direct
proof that any torsion free M of finite type is in fact free over A. If
ϕ : M ′ −→M is a map, then Ker(ϕ) and Im(ϕ) are both submodules
of free modules and we can use 3.25 to obtain 3.30. �

Remark 3.31. Let A be a domain. The sequence of inclusions

Free Modules ⊆ Projective Modules ⊆ Flat Modules ⊆ Torsion-free Modules

becomes an equality over principal ideal domains.

Corollary 3.32. Let G be a finite subgroup of the non-zero elements
of a field k. Then is cyclic.

Proof. There exist an integer n and a exact sequence

0→ Ker(ϕ)→ Zn ϕ−→ G→ 0.

By proposition 3.25, once can write G = ⊕n
i=1Z/aZ where ai ∈ Z are

non-zero. Consider a = lcm(ai). The number a annihilates G and the
element (1, 1, . . . , 1) is of order exactly a. The equation xa = 1 in k
has at most a solutions, hence the order of G is less or equal to a. We
deduce then that (1, 1, . . . , 1) generates the whole G. �

Corollary 3.33. Let k be a field of characteristic p, then k is generated
by one algebraic element as algebra over Fp.

Corollary 3.34. Let G be a discrete subgroup of Rn, then G is a free
Z-submodule of rank at most n. Moreover a basis for G is made of
linearly independent elements over R.
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Proof. Let r be the maximum cardinal of a set of elements of G that
are linearly independent over R a let {x1, x2, . . . , xr} a set of elements
of G linearly independent over R. As a consequence every element
x ∈ G can be written as x =

∑
λixi for real numbers λi and we have

x =
∑

[λi]xi +
∑

(λi − [λi])xi. Let us denote by D the compact set of
linear combinations

D = {
r∑

1

αixi | 0 ≤ αi ≤ 1}.

Because G is discrete, the intersection G∩D is a finite set of cardinality
m that generates G as Z-module. The Z-module G is of finite type and
torsion free over Z and therefore a free Z-module. We are going to prove
that there is a d ∈ Z such that dG is the free Z-module generated by
the xi. As a consequence, our G will be finitely generated torsion free
and a free module by 3.30 with rank at most r. Consider for j ∈ N the
elements yj =

∑r
i=1(jλi − [jλi])xi ∈ D ∩ G. Because #(D ∩ G) = m,

by the Drichlet principle, there must be j 6= j′ ∈ {1, . . . , m + 1} such
that yj = yj′ and therefore (j − j′)x ∈∑Zxi. Therefore m!G is a free
module generated by {x1, . . . , xr}, hence rank(G) ≤ r. �

Exercise 3.35. Let α be an irrational real number, show that for all
ǫ > 0 there are integers p, q such that |α− p

q
| < ǫ/q.

Definition 3.36. Discrete subgroups of Rn of rank n are called lattices
of Rn. For a lattice Λ of Rn one calls the volume of Λ, denoted vol(Λ),
the Lebesgue measure of polytope build over a Z basis.

3.3. Integral elements. We study in this part the finite morphisms
on algebraic varieties and schemes.

Definition 3.37. Let B be a ring and A a subring of B. One says that
an element x ∈ B is integral over A if it satisfies a monic equation
with coefficients in A, i.e.

xn + a1x
n−1 + · · ·+ an−1x+ an = 0,

where ai ∈ A. B is says to be integral over A if every element x ∈ B
is integral over A.

Example 3.38. The field of complex numbers C is integral over the field
of real numbers R. The field of real numbers on the other hand is not
integral over Q.

Proposition 3.39. Let A ⊂ B be two rings and x ∈ B. The following
propositions are equivalent:

(i) x is integral over A.
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(ii) The module A[x] is an A-module of finite type.
(iii) There exist an A-module of finite type containing A[x].

Proof. Assume that we have (i), then we can multiply the equation of
integral dependency by xi and obtain

xn+i = −anxi − an−1x
i+1 − · · · − a1xn+i−1.

Therefore A[x] is finitely generated by 1, x, . . . , xn as A-module. Let
us assume that we have (iii) and {x1, . . . , xn} is a system of generators
of B as A-module. The module A[x] ⊂ B and when we multiply the
xi by x we get

xxi =

n∑

j=1

ai,jxj,

which can be written as
∑n

j=1(δi,jx−ai,j)xj = 0. If we denote by d the

determinant of the matrix (δi,jx − ai,j)i,j , we will get dxj = 0 for all
j and therefore d = d(1) = 0 because the xj generate B over A. The
equation d = 0 is an equation of integral dependency of x over A. �

Corollary 3.40. Let B be a ring and A ⊂ B a subring of B. The set
of elements of B that are integral over A is a sub-ring of B called the
integral closure of A in B.

Proof. If A[x] and A[y] are modules of finite type over A, then A[x, y]
is of finite type over A[x] and therefore over A. As a consequence for
x, y integral elements, we have that the elements x+y and xy in A[x, y]
are also integral over A. �

Example 3.41. The elements
√
2 and 3

√
7 are integral over Z, therefore√

2 + 3
√
7 is also integral over Z, although it is not obvious what will

be the equation of integral dependency.

Definition 3.42. Let A be an domain. We say that A is integrally
closed if it is integrally closed in its quotient field.

Exercise 3.43. Show that a principal ideal domain is integrally closed.

Exercise 3.44. Show that if A is a domain and S ⊂ A is a multiplica-
tively stable system in A, the ring A is integrally closed if and only if
S−1A is also integrally closed.

Exercise 3.45. Prove that the localization k[x]f of the ring of polyno-
mials in one variable over a field k is integrally closed.

Exercise 3.46. Let A be an integrally closed noetherian domain with
field of fractions K and let L/K be a finite separable extension. Show
that the integral closure B of A in L is finitely generated as A-module
and therefore noetherian.
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Definition 3.47. A scheme X is said to be normal if the local rings
OX,x are all integrally closed.

Example 3.48. The curve defined in A2 by the equation y2 = x2(x+1)
is not normal as y′ = y/x satisfies the monic equation y′2− (x+1) = 0.

Proposition 3.49. Let B be a domain and A ⊂ B a subring such that
B is integral over A. Then B is a field if and only if A is also a field.

Proof. If B is a field and x ∈ A, then the inverse x−1 satisfies a monic
equation

x−n + a1x
−n+1 + · · ·+ an−1x

−1 + an = 0.

Multiplying by xn we get:

x(−a1 − a2x− a3x2 − · · · − a1xn−2 − anxn−1) = 1.

Therefore the inverse x−1 is also in A and A is a field. Reciprocally
suppose that A is a field and x ∈ B. We can find a monic equation
xn + a1x

n−1 + · · · + an−1x + an = 0 with minimal degree. For that
equation an 6= 0 will be invertible in A and we will have

xa−1
n (xn−1 − a1xn−2 − · · · − an−1) = 1.

This proves that x is invertible and B is a field. �

We can establish some sort of converse for the proposition 3.49 in the
case of finitely generated k-algebras. We recall that when A is a field,
an equation of integral dependency over A not need to be monic.

Theorem 3.50. If the the ring k[y1, . . . , yn] is a field, then yi are
integral over k.

Proof. We are going to proceed by induction. For n = 1: if k[y] is a
field y−1 = a0y

n + · · ·+ an and a0y
n+1 + · · ·+ any − 1 = 0 provides an

equation of integral dependency y over k.
The induction step: Let A = k[y1] ⊂ K ⊂ k[y1, . . . , yn] = B, where K
is the fraction field of A. By hypothesis K[y2, . . . , yn] = k[y1, y2, . . . , yn]
is a field. Therefore y2, y3, . . . , yn are integral over K. As the equations
of integral dependency for y2, y3, . . . , yn involve at most finitely many
elements of K \A, we can find a polynomial f ∈ A such that y2, . . . , yn
are integral over the localized ring Af . If y1 is algebraic over k we are
done. Otherwise y1 is a variable, the local ring A[y1]f is integrally closed
and k[y1, . . . , yn] is integral over k[y1]f . In particular K is integral over
k[y1]f which forces K = k[y1]f , which is impossible when we observe
for example that an element g ∈ A not dividing f is not invertible in
k[y1]f . �
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Exercise 3.51. Deduce from 3.50, the weak Hilbert Nullstelensatz: If
the field k is algebraically closed, the only maximal ideals of the ring
k[x1, . . . , xn] are those of the form (x1 − a1, . . . , xn − an) for a point
(a1, . . . , an) in the affine space An

k .

Exercise 3.52. Deduce the Hilbert Nullstelensatz from the (apparently)
weaker version of the theorem. The Hilbert Nullstelensatz states that
for an algebraically closed field k = k̄ and I an ideal in the polynomial
ring A = k[x1, . . . , xn], we have I(V (I)) =

√
I, where for any set S ⊂ k

we are denoting by I(S) the ideal of polynomials

I(S) = {f ∈ A | f(P ) = 0 for all P ∈ S}
and the radical

√
I = {f ∈ A | fn ∈ I for some n > 0}.

Exercise 3.53. Prove the Noether normalization theorem: Given a
field k and any finitely generated commutative k-algebra A, there ex-
ists a nonnegative integer d and algebraically independent elements
y1, y2, . . . , yd in A such that A is a finitely generated module over the
polynomial ring S := k[y1, y2, . . . , yd].

Exercise 3.54. Let A ⊂ B be a subring of B such that B is an A-
algebra of finite type:

(a) Suppose that A is local and B is integral over A. Show that
if a prime ideal p of B is such that the intersection p ∩ A is
maximal, then p itself was a maximal ideal of B.

(b) Show that if B is integral over A, the morphism Spec(B) −→
Spec(A) is surjective with finite fibres.

(c) Show that the map Spec(B) −→ Spec(A) is a closed map.

Exercise 3.55. Show that if A ⊂ B is an integral extension of rings,
every chain or prime ideals in A can be lifted to a chain of prime ideals
in B and therefore dim(A) = dim(B).

Definition 3.56. A morphism f : X → Y of schemes is a finite
morphism if there exist a covering of Y by open affine sets Vi =
Spec(Bi), such that for each i, f−1(Vi) is affine, equal to Spec(Ai),
where Ai is a Bi-algebra which is a finitely generated Bi-module.

Example 3.57. If A ⊂ B is an integral extension of rings, that asso-
ciated map ϕ : Spec(B) −→ Spec(A) is a finite morphism. For ex-
ample, let k be a field and consider the morphism of affine schemes
Spec(k[t, x]/(xn − t)) −→ Spec(k[t]).

Example 3.58. As an example of a morphism that is not finite, consider
the inclusion A1 \ {0} →֒ A1 corresponding to the map of rings k[x] →֒
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k[x, 1
x
]. This is also an example of a map that is not finite but has

finite fibres over each point.

Definition 3.59. A morphism f : X → Y of schemes is locally
of finite type if there exist a covering of Y by open affine subsets
Vi = Spec(Bi), such that for each i, f−1(Vi) can be covered by affine
sets Uij = Spec(Aij), with Aij finitely generated Bi-algebras. If, in
addition, X is quasi-compact, f : X → Y will be called of finite type.

Example 3.60. Let A be a ring. The map of affine schemes associated
to a map of rings of the type A −→ A[x1, x2, . . . , xn]/I, for certain
ideal I, is a map of finite type.

Example 3.61. The map Pn
A −→ Spec(A) is of finite type, as Pn

A can be
covered by n+ 1 open sets Ui

∼= A[x1, . . . xn].

Remark 3.62. The Noether normalization theorem is saying that any
affine scheme X of finite type over k admits a finite surjective morphism
X −→ Ad

k to the affine space Ad
k for certain dimension d.

Remark 3.63. In the definitions of finite morphisms as well as mor-
phisms of finite type, the phrase “there exist a covering” can be re-
placed by “ for all coverings”.

3.4. Algebraic field extensions. An integral extension of a field is
called algebraic. If we have an extension K ⊂ L of fields K and L
and the dimension [L : K] of L as K-vector space is finite, then L is
algebraic over K. If we have finite field extensions K ⊂ L ⊂ M , then
[M : L][L : K] = [M : K]. Let R be a ring, K ⊂ R a field and x an
element of R. There exist a K-homomorphism ϕ : K[X ] −→ R such
that X 7→ x. The element x is said to be algebraic over K if Ker(ϕ) 6=
0. In this case, the ideal Ker(ϕ) is generated by an irreducible monic
polynomial uniquely determined by x. This polynomial is called the
minimal polynomial of x over K.

Proposition 3.64. Let K be a field and P a non-constant polynomial
with coefficients in K. There exist an algebraic extension K ′/K of
finite degree such that P can be decompose in factors of degree one in
K ′(X).

Proof. The proof is by induction on the degree d of P (X). We can
assume that P is irreducible. By proposition 3.49 K ′ = K(X)/P (X)
is a field where the image x of X is a root of P (X) = 0. The linear
polynomial (X − x) is a factor of P (X) and P ′(X) = P (X)/(X − x)
should split by hypothesis of induction in linear factors in some field
K ′′(X). �
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Lemma 3.65. Let K be a field of characteristic zero or a finite field,
F (X) a monic irreducible polynomial of degree n. Then the n roots of
F (X) in a finite extension K ′ of K are different.

Proof. The polynomial F (X) is the minimal polynomial of any of its
roots. If the root is double, then it is also a root of F ′(X) of lower
degree. If the characteristic of K is zero, the derivative F ′ 6= 0 has
degree n−1 which contradicts the minimality of F (X). If the derivative
is identically zero, then char(K) = p and F (X) = Xnp + a1X

(n−1)p +
· · ·+ an−1X

p + an. Using that the Frobénius map x 7→ xp is onto we
get F (X) = (Xn + b1X

n−1 + · · ·+ bn−1X + bn)
p is not irreducible. �

Definition 3.66. An extension K ′/K is called separable if for every
monic polynomial F (X) with coefficients in K, the roots of F (X) are
all different.

Definition 3.67. A field K is algebraically closed if it contains the
roots of every polynomial with coefficients in K.

Lemma 3.68. Let K be a field and σ : K −→ C a homomorphism
from the field K into an algebraically closed field C. Let K ′ be a finite
extension of K, then we can always find an extension σ′ : K ′ −→ C of
σ.

Proof. If K ′ = K(X) the lemma is clear by giving a value σ′(X) = x
to X and extending by linearity. We then proceed by induction on the
degree [K ′ : K] of the extension. �

Proposition 3.69. Assume that our field K is a finite field or a field
of characteristic zero. Let K ⊂ K ′ ⊂ C be a tower of field extensions
where [K ′ : K] = n is finite and C is algebraically closed. Then there
are exactly n different K-homomorphisms of fields σ : K ′ −→ C.

Proof. We proceed by induction on the degree [K ′ : K] of the extension.
The proposition holds for K ′ = K(X) by lemma 3.65. Now if we have
a tower of extensions K ⊂ K ′ ⊂ K ′′, where [K ′ : K] = m < n, we
will have m different homomorphisms σi : K

′ −→ C. By the previous
lemma we can extend those to homomorphism σ′

i : K
′′ −→ C and we

will have exactly [σi(K
′′) : σi(K

′)] = [K ′′ : K ′] different extensions
again by induction hypothesis. �

Exercise 3.70. (Theorem of the primitive element). Show that if K is
a field of characteristic zero or a finite field and K ′ is a finite extension,
there exist a x ∈ K ′ such that K ′ = K(x). In general the result can be
stated for separable extensions of fields.
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3.5. Number fields: orders in a number field. We will introduce
in this section the language of the algebraic theory of numbers.

Definition 3.71. A field K that is a finite extension of the rational
numbers is called a number field. The integer [K : Q] is called the
degree of K.

Example 3.72. For example Q[i], with i2 = −1, is a number field of
degree 2 over Q.

Definition 3.73. Let K be a number field and A ⊂ K an integral
extension of Z such that the fraction field of A is exactly K(A) = K.
Such rings A are called orders of the number field K.

Example 3.74. We have for example the orders Z[
√
5] and Z[1+

√
5

2
] in

the number field Q[
√
5]. The element 1+

√
5

2
is integral over Z because

it satisfies the equation x2 − x− 1 = 0.

Definition 3.75. Let K be a number field. We call ring of integers of
K to the integral closure OK of Z in K.

Exercise 3.76. Let K be a quadratic extension (degree 2). Show that

there exist d ∈ Z such that K = Q(
√
d). Show that the ring of integers

of K = Q(
√
d) is as follows:

(a) If d ≡ 2, 3mod(4). The ring OK is Z+ Z
√
d.

(b) If d ≡ 1mod(4). The ring OK is Z+ Z(1+
√
d

2
).

Remark 3.77. The ring of integers in a number field not need to be a
UFD, the classical example being 2(3) = (1−

√
5i)(1+

√
5i) in Z[

√
−5].

Also a rational prime p not need to remain prime when considered an
element of OK for some K/Q. On the other hand, we will see that
we have in OK a unique decomposition of ideals pOK =

∏
i p

ei
i as

product of prime ideals, where the numbers ei denote the ramifica-
tion indexes. A value ei 6= 1 denotes ramification at the prime pi.

Definition 3.78. Let K be a number field. The Q-homomorphisms
σ : K −→ C of K into the complex numbers are called places of K at
infinity. A place at infinity is said to be real or complex depending
on whether σ(K) ⊂ R or not. The images of an element x ∈ K by the
different places at infinity are called conjugates of x.

Remark 3.79. If σ is a complex place, complex conjugation will give
another place σ̄. It is classic to denote by r1 the number of real places
(at infinity) of K and by 2r2 the number of complex places of K. If we
denote also [K : Q] = n we have n = r1 + 2r2. Let φ a set of r1 + r2
places containing no pairs of conjugates.



52 ARITHMETIC GEOMETRY

Proposition 3.80. Let K be a number field and A an order in K.
Consider r1, r2 and φ as before. The map σ : K −→ Rr1 × Cr2 that to
an element x ∈ K associates (σi(x))σ∈φ is such that σ(A) is a lattice
of Rn. In particular an order of a number field of degree n is a free
Z-module of rank n.

To prove the proposition first we will prove first a general finiteness
lemma.

Lemma 3.81. (First Finiteness lemma) Let Q̄ be the algebraic closure
of Q. Let n be an integer and h a real number. Then, the set Mn

≤h of

elements of Q̄ integral over Z whose degree is bounded above by n and
whose conjugates are all of absolute value at most h is a finite set.

Proof. Let x ∈ Mn
≤h of degree m ≤ n. For every i = 1, . . . , m we have

a Q-homomorphism ρi : Q[x] −→ C and Q. Because x is integral over
Z, the image ρi(x) is also integral over Z for all i and the minimal
polynomial P (X) of x over Q can be written as

P (X) =

m∏

i=1

(X − ρi(x)) = xm + a1x
m−1 + · · ·+ am = 0,

where ai ∈ Z. Now by the hypothesis of x ∈ Mn
≤h we have |ρi(x)| ≤ h

from where we get |ai| ≤
(
m
i

)
hi and we have a finite list of coefficients

(because ai are in Z) and therefore a finite list of possible solutions
x ∈Mn

≤h. �

Proof of the theorem 3.80: By the finiteness lemma, the image σ(A) is
a discrete set and by corollary 3.34 is a free Z-module of finite rank at
most n and because A⊗Z Q = K, the rank is exactly n and σ(A) is a
lattice of Rn.

Corollary 3.82. Let A be an order in a number field K of degree n
over Q and L be an invertible A-module. Then L is a free Z-module
of rank n.

Proof. The module L is torsion free because it is locally isomorphic to
A. It is also of finite type and in fact free of rank n due to L⊗Z Q =
L⊗A (A⊗Z Q) = L⊗A K ≃ K. �

Proposition 3.83. An order in a number field is a noetherian ring of
dimension one.

Proof. Because A is an order of a number field K of degree n over Q,
the ring A is a free module of rank n over the noetherian ring Z and
therefore noetherian. On the other hand if p 6= 0 is a prime ideal of
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A, p is a torsion free module of finite type over Z. By 3.30, p is free
and p ⊗A K = K shows that p is as well a free Z-module of rank n.
By proposition 3.25, the quotient A/p is a a finite ring without zero
divisors, hence a field. Our prime ideal p is then maximal and the
dimension of A is one. �

3.6. Discrete valuation rings and Dedekind rings. We study in
this part integrally closed local noetherian rings of dimension one. For
example, the ring of formal power series K[[X ]] are of this type.

Proposition 3.84. Let A be an integral domain with field of fractions
K. The following two propositions are equivalent:

(1) A is an integrally closed local noetherian rings of dimension
one.

(2) There exist a surjective map υ : K× −→ Z such that:
(i) υ(xy) = υ(x) + υ(y).
(ii) υ(x+ y) ≥ inf(υ(x), υ(y)).
(iii) The ring A is exactly the set A = {x ∈ K | υ(x) ≥ 0}.

Proof. (2) ⇒ (1) First let us see that A has to be a principal ideal
domain and therefore integrally closed and noetherian. If I ⊂ A is an
ideal and x ∈ I is an element of minimal valuation in I, then υ(y/x) ≥ 0
for all y ∈ I and therefore y = ax for some a ∈ A. So, we have I = (x).
If υ(x) = 0 then υ(x−1) will also be zero and x ∈ U = A×. Also if
x ∈ A×, the valuation υ(x) = 0. If the sum of two elements x+ y is in
A× then 0 = υ(x+ y) ≥ min(υ(x), υ(y)) forces one of them, say x, to
have valuation zero and hence to be a unit. The ring A is then local
with maximal ideal m = A \ A× = {x ∈ A | υ(x) > 0}.
(1)⇒ (2) We show first that the maximal ideal m of the local ring A is
principal. Consider the inverse ideal m′ of m defined by the property
m′ = {x ∈ K | xm ⊂ A}. We will prove the following three points:

(a) m′ 6= A.
(b) mm′ = A.
(c) m is principal.

(a) Let x ∈ m and consider the localization Ax is a field containing A
and therefore Ax = K. Let z be a non-zero element of A and write
1
z
= y

xn for some element y ∈ A. This last one is equivalent to xn = yz
and every element x ∈ m has a power in the ideal zA. Now, the ideal
m is of finite type, so there exist a power n such that mn ⊂ zA. Con-
sidering the minimum n with this property, there exist y ∈ mn−1 and
y /∈ zA. We can verify that y

z
is in m′ but not in A.

(b) Let x ∈ m′. We have that either xm ⊂ m or xm = A. In the first
case we have the endomorphism x : m −→ m of a torsion free module
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m of finite type. Using the determinant we obtain that x is integral
over A and because A is integrally closed we get mm′ = A.
(c) As we have mm′ = A, there exist an integer n and elements
x1, . . . , xn ∈ m and y1, . . . , yn ∈ m′ such that

∑
i xiyi = 1. The ring

A is local, so there exist an index i such that u = xiyi is a unit of A.
Putting x = u−1xi ∈ m and y = yi ∈ m′, every z ∈ m can be expressed
as z = (yz)x with yz ∈ A. The element x then generates m and m is
principal.
Suppose now that the element 0 6= π ∈ m is a generator of the ideal
m. Let us show that the infinite intersection ∩nmn = 0. Suppose that
x ∈ ∩nmn, there elements xn ∈ A such that πnxn = πn+1xn+1 and us-
ing that the ring A is an integral domain we get xn = πxn+1. Therefore
we have an increasing sequence of ideals in A:

(x1) ⊂ · · · ⊂ (xn) ⊂ (xn+1) ⊂ . . .

As A is a noetherian ring, the sequence of ideals must be stationary,
i.e. for n >> 0 we will have xn+1 = axn = aπxn+1. Because the ring
A is local 1 − aπ is invertible and πn+1 = 0, from where deduce that
x = xn+1π

n = 0. So, we can define υ(x) = sup{n | x ∈ mn}. We deduce
that υ(xy) = υ(x)+υ(y). On the other hand the inequality υ(x+y) ≥
inf(υ(x), υ(y)) is true when the function υ is defined as before for an
ideal m. The function υ is extended to K× as υ(x

y
) = υ(x) − υ(y).

Besides υ(x) ≥ υ(y) implies x = ay for all a ∈ A. �

Exercise 3.85. (Lemma of Artin-Rees) Let A be a noetherian ring and
I ⊂ A an ideal. One puts R(I) =

⊕
n≥0 I

n.

(a) Show that R(I) is a noetherian ring.
(b) If M is an A-module of finite type and N a submodule of M ,

show that
⊕

n≥0 I
nM ∩N is an R(I)-module of finite type.

(c) Deduce that there exist an integer k such that InM ∩ N =
In−k(IkM ∩N).

(d) (Separation of the m-adic topology) Suppose that (A,m) is a
local ring, show that ∩n≥0m

n = 0.

Definition 3.86. A ring A verifying the above two conditions is called
a discrete valuation ring. A generator of the maximal ideal is called
a uniformizing parameter or uniformizing element of A.

Proposition 3.87. Let A be noetherian ring integrally closed and of
dimension one. Then every ideal of A is locally principal. Besides
every ideal is generated by two elements.

Proof. We need to show that a non-zero ideal is an invertible A-module.
Let I be an ideal of A and m a maximal ideal of A. By the proof of
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proposition 3.84, we know that the ideal Im is principal. Now if x ∈ I

generates Im over Am, the element x generates I in a neighborhood
V (f) of m in Spec(A) and J is locally principal. For the second part
of the proposition take the element f that generates I locally and
consider the noetherian ring A/fA of dimension zero. Therefore A/fA
is artinian and Pic(A/fA) = 0. This shows that I⊗A A/fA ≃ A/fA.
By Nakayama there exist y ∈ I that generates Im over Am for all m
containing f . One can check that Af + Ay = I. �

Definition 3.88. A noetherian domain integrally closed and of dimen-
sion one is called a Dedekind ring.

Example 3.89. The ring of integers OK in a number field K is a Dedek-
ing ring. The localization (OK)p at any prime ideal p will be a discrete
valuation ring.

Exercise 3.90. (Eisenstein polynomial): Let A be a discrete valuation
ring, m the maximal ideal, K the fraction field of A and k = A/m
the residual field. We say that F (X) = Xn + a1X

n−1 + · · ·+ an is an
Eisenstein polynomial over A if ai ∈ m for all i = 1, . . . , n but an /∈ m2.
One puts B = A[X ]/F (X) and denotes by x the image of X in B.

(a) Show that a non-zero prime ideal of B contains m.
(b) Show that B/mB = k[X ]/(Xn). Deduce that B is a noether-

ian local ring of dimension one, where the maximal ideal is
generated by x.

(c) Deduce that x is not nilpotent.
(d) Show that ∩n(Bxn) = 0.
(e) Show that B is a discrete valuation ring.

3.7. The cycle map. We begin here the study of sub-schemes of codi-
mension one in affine schemes.

Definition 3.91. Let A be a ring. One calls Weil divisor to a linear
combination with integer coefficients of quotients A/p for prime ideals
p such that dim(Ap) = 1. In general if n is an integer one calls cy-
cles of codimension n and denote by Zn(A) the linear combinations∑s

i=1 ni[A/pi], where ni ∈ Z and pi are prime ideals with dim(Api) = n.
The Weil divisors are the cycles of codimension one.

Remark 3.92. If I is an ideal of a noetherian ring A and dim(Ap) ≥ n
for all prime ideals of A/I, one can associate a cycle of codimension n
given by

cycle(A/I) =
∑

dim(Ap)=n

length(Ap/IAp)[A/p].
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The sum is finite because for a noetherian ring A and a minimal prime
ideal p, the ring Ap is artininian and the set of minimal primes is finite.
In the case that I is an invertible module (locally generated by one
non-zero divisor element) dim(Ap) ≥ 1 for all prime ideals p in A and
one gets a Weil divisor.

Exercise 3.93. Show that ideals that are invertible A-modules form a
monoid for the tensor product.

Definition 3.94. Let A be a ring. One calls the group of Cartier
divisor of A, denoted Div(A) to the group generated by the monoid
of ideals from invertible A-modules. The monoid Div+(A)), of ideals
that are invertible A-modules, will be called the set of effective Cartier
divisors.

One can easily check that if I, J are ideals in Div(A), then the map
I ⊗ J −→ IJ is an isomorphism.

Lemma 3.95. let A be a Dedekind ring. The application cycle: Div(A)→
Z1(A) is surjective.

Proof. We know from the previous section that every prime ideal p is
locally generated by a non-zero element of A. Because A is of dimension
one, if q 6= p is a different prime ideal of A we have pAq = Aq. From
what we get cycle(A/p) = [A/p]. �

Exercise 3.96. Show that A is noetherian integral domain of dimen-
sion one and the cycle map Div(A) → Z1(A) is surjective, then the
ring A is integrally closed.

Proposition 3.97. (Usual definition of Dedekind rings) Let A be a
Dedekind ring, then the cycle map Div(A)→ Z1(A) is an isomorphism.

Proof. We already know that the generators of Z1(A) are in the image
of Div+(A) → Z1(A). We need to check is injective. If I, J are two
different ideals of A, we can find a prime p such that the localizations
Ip 6= Jp. If we work in the discrete valuation ring Ap with uniformizing
parameter π, we get that Ip = πnAp and Jp = πmAp for two different
integers m and n. But then length((A/I)p) = n and length((A/J)p) =
m and cycle(A/I) 6= cycle(A/J). �

3.8. The map Div(A) → Pic(A). For an ideal I of A that is an in-
vertible A-module, we will associate the class of the dual Hom(I, A) in
Pic(A).

Definition 3.98. Let A be a ring. One calls principal divisors of A
and denote them Pr(A) to the subgroup of Div(A) generated by ideals
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of the sort fA, where f ∈ A is a non-zero divisor. For a domain A,
this group is canonically isomorphic to K×/A×, where K is the fraction
field of A.

Example 3.99. If A is a Dedekind domain with field of fractions K and
f 6= 0 is an element of K, then (f) =

∑
dim(Ap)=1 υp(f) [A/p] is an

element of Z1(A) that is in the image of Pr(A). The valuation υp is
the valuation associated to the discrete valuation ring Ap.

Proposition 3.100. For an integral domain A, we have the exact se-
quence:

0 −→ Pr(A) −→ Div(A) −→ Pic(A) −→ 0.

Proof. If f 6= 0, the ideal fA is a free A-module of rank one and
therefore the image in Pic(A) will be trivial. Every element of Div(A)
is the difference of two elements in Div+(A). To prove exactness in
the middle will be enough to show that if I and J are two ideals in
Div(A) with Hom(I, A) = Hom(J,A) then there exist a, b ∈ A such
that aI = bJ . We have I ⊗A K ≃ K ≃ J ⊗A K, where K is the
function field of K. We deduce that Hom(I, J) = {f ∈ K | fI →֒ J}
and that is enough to prove our statement. What is left to do is to
prove the surjectivity of the map Div(A)→ Pic(A) which will be based
on the lemma: �

Lemma 3.101. Let A be an integral domain and L an invertible A-
module. Suppose that s ∈ L is non-zero element of L and consider the
map ϕs : A −→ L sending 1 7→ s. The map ϕs is injective and the
dual map L−1 −→ A identifies L−1 with an ideal as ⊂ A such that
as = Ann(L/As), where As is the image of ϕs.

Proof. The injectivity of ϕs : A→ L is based on exercise 2.93. The dual
map is not zero, because ϕ∨∨

s = ϕs and therefore identifies L−1 with
an ideal as. For the last part we proceed locally and assume L ≃ A,
then ϕs is identified with the multiplication λ : A → A by a non-zero
element λ ∈ A. The dual map will also be multiplication by λ and the
result will be clear. �

Remark 3.102. When A is a Dedekind ring, the group Z1(A)/Pr(A) ≃
Pic(A) is classically known as the group of divisor classes and is
denoted Cl(A). This group measures to what extend the ring A fails
to be a unique factorization domain.

Example 3.103. The ring of integers A = Z[
√
−5] in K = Q(

√
−5) is

an example of non-trivial class group Cl(A), or what is equivalent, it
has Pic(Z[

√
−5]) 6= 0. First we note that the ring A is integrally closed.
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The norm of an element x ∈ Z[
√
−5] is N(x) = a2 + 5b2 and for any

two elements x, y ∈ A, we have N(xy) = N(x)N(y). If Pic(A) = 0,
then the ring A will be necessarily a principal ideal ring and therefore
every irreducible element will generate a prime ideal. Let us show that
1+
√
5i is irreducible. We have N(1+

√
5i) = N(1−

√
5i) = 6, N(2) = 4

and N(3) = 9. If x divides 1 +
√
5i and is not a unit or ±(1 +

√
5i),

then N(x) = 2 or N(x) = 3. On the other the equations a2 + 5b2 = 2
and a2 + 5b2 = 2 has no solutions, because squares are equal only to 1
or 4 modulo 5. If the ideal generated by 1+

√
5i were to be prime, then

6 ∈ (1 +
√
5i) and therefore either 2 or 3 will be in the ideal as well.

This last one will force either 4
6
∈ Z or 9

6
∈ Z. The ideal (2, 1+

√
5i) is

an example of an ideal in A that is not principal.

The following proposition establishes how the ideals as depends on the
element s.

Proposition 3.104. Let A be an integral domain and s, t two non-
zero elements in the invertible A-module L. In this sense we have the
maps ϕs : A→ L and ϕt : A→ L and the ideals as and at. There exist
elements a, b ∈ A such that as = bt and aas = bat.

Order in number fields, as we explained before, are examples of noe-
therian domains of dimension one. In case that the integral domain
A is noetherian and of dimension one, the lemma 3.101 has a a more
attractive statement

Proposition 3.105. Let A be an integral domain, noetherian and of
dimension one. Suppose that L is an invertible A-module. For every
non-zero element s ∈ L, we have L/As ≃ A/as.

Proof. The A-modules L/As and A/as are Artinian. To prove L/As ≃
A/as it will be enough to prove the isomorphism locally. But then, if
L is a free A-module of rank one, the map ϕs is just multiplication by
λ ∈ A. The image of ϕs is the principal ideal As = λA and so is the
ideal as = Ann(A/λA) ⊂ A. �

3.9. Rational points on a projective scheme over a Dedekind
ring. We establish here, the part of the valuative criterion of proper-
ness that will be useful for us: A rational point of a projective scheme
over a field K can be extended in a unique way to a point over the
Dedekind ring whose field of fractions is K.

Definition 3.106. Let A be a ring and B an A-algebra and X an
scheme over A. We denote by X(B) the rational points of X over B,
i.e. the set Hom(Spec(B), X).
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Proposition 3.107. Let A be a ring, K a field, B a Dedekind ring
such that B is an A-algebra and K is the field of fractions of B. Then
if X is a closed subscheme of Pn

A one has a canonical bijection between
the rational points of X over B and the rational points of X over K:

X(B)↔ X(K).

Proof. The inclusion B →֒ K gives rise to a morphism Spec(K) −→
Spec(B) and, by composition, to a map X(B) −→ X(K). Let us
prove that this last map is onto: a point of X(K) is also a point in
Pn
A(K) and then given by a surjective K−homomorphism Kn+1 −→
K −→ 0. Eliminating the denominators we can consider that the pre-
vious homomorphism comes from a B-morphism Bn+1 −→ B whose
image is a non-zero ideal of B. Because B is a Dedekind ring, ev-
ery ideal is an invertible B-module. By 2.105, we have an element
of HomA-sch(Spec(B),Pn

A) that factors though X , when restricted to
Spec(K). The scheme X is a closed set of Pn

A and therefore defined by
a set of homogeneous equations {Fi} with coefficients in A. If b0, . . . , bn
are elements of B such that Fi(b0, . . . , bn) = 0 in K, they also satisfy
Fi(b0, . . . , bn) = 0 in B. So, we have a morphism from Spec(B) −→ X
that has by image precisely the point X(K) = Hom(Spec(K), X) we
started with.
To prove the injectivity of the map, it is enough to do it locally when
B = V is a discrete valuation ring. Let (x0, . . . , xn) and (y0, . . . , yn)
in V n+1, such that there are 0 ≤ k, l ≤ n such that xk and yl are in-
vertible in V . Suppose that the corresponding elements are the same
in Hom(Spec(K), X), then there exist λ 6= 0 in K such that for all
0 ≤ i ≤ n xi = λyi. Because V is a discrete valuation ring either
λ ∈ V or λ−1 ∈ V . Suppose that λ ∈ V , then xk = λyk is invert-
ible in V and therefore λ is also invertible in V and the two elements
(x0, . . . , xn) and (y0, . . . , yn) represent by 2.106 the same element in
Hom(Spec(V ), X). �

Remark 3.108. Let A be a ring and X
f−→ Spec(A) a projective A-

scheme then, by definition, an element of HomA(Spec(A), X) is a sec-
tion of f . In this way, if A is a Dedekind ring with fraction field K one
has a bijection between

X(K)↔ { sections of f : X −→ Spec(A)}.
Definition 3.109. If A is a Dedekind ring with field of fractions K
and if X is a projective scheme over A, one denotes by sP , the section
of X −→ Spec(A) correspondent to the rational point P ∈ X(K).

We have a pairing X(K)×Pic(X) −→ Pic(A) such that (P,L) 7→ s∗PL.
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Definition 3.110. Let X, Y be schemes. We say that a morphism
f : X → Y is separated if the diagonal morphism ∆ : X → X ×Y X
is a close immersion.

Example 3.111. The diagonal morphism associated to the morphism
of affine schemes f : Spec(S) −→ Spec(R) is the morphism on spectra
corresponding to the ring map S⊗RS −→ S, given by a⊗b 7→ ab. This
map is clearly surjective, so S ∼= (S⊗RS)/J for some ideal J ⊂ S⊗RS
and f is separated.

Suppose thatX,X ′ are two schemes and f, g : X ′ −→ X are morphisms
of schemes. We say that the maps f and g take the same value at
x′ ∈ X ′, written f(x′) ≡ g(x′), if f(x′) = g(x′) and the two maps

f#
x′ , g

#
x′ : k(f(x′)) −→ k(x′) are identical. The notion of being separated

for a map f : X → Y is equivalent to the set

{x′ ∈ X ×Y X | p1(x′) ≡ p2(x
′)}

being closed, where pi : X ×Y X −→ X for i = 1, 2 represent the
projections. In fact, If f : X → Y is separated, for any scheme X ′ −→
Y over Y and maps f, g : X ′ −→ X , the set

{x′ ∈ X ′ | f(x′) ≡ g(x′)}
is a closed subscheme of X ′. Suppose, for example, that we take two
copies U1 and U2 of A1 and create a scheme X identifying U1 and
U2 along the open sets x1 6= 0 and x2 6= 0. We have isomorphisms
ιi : A1 ∼−→ Ui ⊂ X for i = 1, 2, but {y ∈ A1 | ι1(x) = ι2(x)} = A1 \ {0}
is not closed in A1 and X is therefore not separated.

Theorem 3.112. (Valuative Criterion of Separatedness) Let f : X →
Y a morphism of schemes, and assume that X is noetherian. Then
f is separated if and only if the following condition holds. For any
valuation ring R with quotient field K, let T = SpecR, U = SpecK,
and i : U → T be the morphism induced by the inclusion R ⊂ K.
Given a morphism of T to Y and a morphism from U to X making
the obvious diagram commute, there is at most one morphism from T
to X making the whole diagram commutative.

Definition 3.113. Let X, Y be schemes. A morphism f : X → Y is
proper if it is separated, of finite type and universally closed. Here we
say that a morphism is universally closed if for any morphism Y ′ → Y
the extension f ′ : X ′ = X × Y ′ → Y ′ is closed.

Example 3.114. As a consequence of the fundamental theorem of elim-
ination theory the structure map Pn

A −→ A is closed. As closed immer-
sions X →֒ Pn

A are proper, we can see that for any ring A, a projective
scheme X −→ Spec(A) over A is proper.
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The general valuative criterion for properness can be expressed as fol-
lows:

Theorem 3.115. (Valuative Criterion of Properness) Let f : X → Y
a morphism of schemes of finite type, and assume that X is noetherian.
Then f is proper if and only if the following condition holds. For any
valuation ring R with quotient field K, let T = SpecR, U = SpecK,
and i : U → T be the morphism induced by the inclusion R ⊂ K.
Given a morphism of T to Y and a morphism from U to X making
the obvious diagram commute, there is a unique morphism from T to
X making the whole diagram commutative.

4. The compactified Picard group of an order of a

number field

We introduce here the invention of Arakelov: to put hermitian met-
rics at places over infinity.

4.1. Vector spaces of dimension one over C. A vector space V
over the complex numbers C is equipped with a hermitian scalar prod-
uct if one has a bi-additive application (., .) : V × V −→ C such that

(λx, y) = λ(x, y) and (x, y) = (y, x), for all λ ∈ C and x, y ∈ V . We say
that the scalar product is positive nondegenerated if (x, x) = ‖x‖2 ≥ 0
for all x and ‖x‖ = 0 implies x = 0.

Example 4.1. Let V be a vector space of dimension one over C. To
provide V with a hermitian scalar product is equivalent to give the
length ‖x‖ of a non-zero vector x. Indeed if y, z ∈ V with y = λx and
z = µx then (y, z) = λµ‖x‖2.
Proposition 4.2. The set of positive nondegenerated hermitian scalar
products on a vector space V of dimension one over C form a homoge-
neous principals space over R×

+.

Proof. Indeed if we have two products (., .) and (., .)1 with the above
mentioned characteristic on V and x ∈ V is a non-zero vector, one has
‖x‖ = λ‖x‖1 for some λ ∈ R×

+. �

Remark 4.3. If V1 and V2 are two vector spaces of dimension one over C
and equipped with nondegenerated positive hermitian scalar products
(., .)1 and (., .)2, the tensor product V1 ⊗C V2 is canonically equipped
with a nondegenerated positive hermitian scalar product such that
‖x1 ⊗ x2‖ = ‖x1‖‖x2‖ where 0 6= xi ∈ Vi for i = 1, 2. In the same

way the dual V ∨ is equipped with the norm ‖ϕ‖∨ = |ϕ(x)|
‖x‖ , for every

x 6= 0 in V . The induced scalar product is positive and nondegenerated
on V ∨.
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Exercise 4.4. Let V be a vector space of dimension one over C equipped
with a nondegenerate positive hermitian scalar product. Show that the
trace map V ⊗CV

∨ induces on C the tautological hermitian scalar prod-
uct with ‖1‖ = 1.

Remark 4.5. A little bit of Vocabulary: Let V be a vector space of
dimension one over C. We will use indistinctly:

(i) V is equipped with a nondegenerate positive hermitian scalar
product.

(ii) V is equipped with a hermitian metric.

Definition 4.6. Let V be a vector space of dimension one over C
equipped with a hermitian metric ‖.‖. The canonical volume element
over V is such that the unit disk {z ∈ V | ‖z‖ ≤ 1} is of volume π.

The choice of a canonical element of volume on V is the same as to pick
a non-zero element of ∧2RV , which a vector space of dimension one over
R. A positive defined scalar product on a vector space of dimension
one over R will be determined by the length of a non-zero vector. The
canonical element of volume will be such that {x | ‖x‖ ≤ 1} = 2. For
example if V is a vector space of dimension one over C defined as
V = V0 ⊗R C, where V0 is a vector space of dimension one over R, a
nondegenerate positive hermitian scalar product on V induces on V0
such structure.

4.2. Metrized invertible modules on an order of a number field.
Let K be a number field of degree [K : Q] = n and with r1 real places
and 2r2 pairs of complex conjugate places at infinity. One fixes once
and for all a set Φ of r1 real places and r2 complex places such that no
pair of conjugate places is in Φ. Let A be an order of K.

Definition 4.7. A metrized invertible module on A is an invert-
ible module L over A equipped for every place σ ∈ Φ of a nondegenerate
positive hermitian scalar product (., .)σ on (L⊗A σ(A))⊗σ(A)C. If ‖.‖σ
is the norm associated to (., .)σ, we denote the metrized invertible A-
module L by L̄ = (L, ‖.‖σ) = (L, ‖.‖σ)σ∈Φ.
Definition 4.8. An isometry between two metrized invertible A-modules
(L1, ‖.‖1,σ) and (L2, ‖.‖2,σ) is an A-isomorphism ϕ : L1

∼−→ L2 such that
‖ϕ(x)‖2,σ = ‖x‖1,σ), for all x ∈ L1 and σ ∈ Φ.

Lemma 4.9. Let (L, ‖.‖1,σ) and (L, ‖.‖2,σ) be two metrized invertible
A-modules structures on the same invertible module L. Then L̄1 ≃ L̄2

if and only if there exist a unit u ∈ A× such that ‖x‖1,σ = |σ(u)|‖x‖2,σ
for all x ∈ L and all σ ∈ Φ.



ARITHMETIC GEOMETRY 63

Proof. We know that HomA(L, L) = A and IsomA(L) = A×. On the
other hand for all x ∈ L and σ ∈ Φ we get ‖ux‖2,σ = |σ(u)|‖x‖1,σ. �

Proposition 4.10. The tensor product induces on the classes of isom-
etry of invertible A-modules an intern binary law of composition that
makes the set of isometry classes into a commutative group called the
The compactified Picard group of A. It will be denoted by Picc(A).

Proof. The result is a consequence of the remark 4.3 and the exercise
4.4. The dual element (L∨, ‖.‖∨σ) will be the inverse of the element
(L, ‖.‖σ) and the neutral element will be the trivial module A with the
metric ‖1‖σ = 1 for all σ ∈ Φ. �

Example 4.11. Let {xσ}σ∈Φ positive real numbers, one denotes by (A, (xσ)),
the element in Picc(A) where the trivial module A is equipped with
the metric ‖1‖σ = xσ. In this way (A, (1)σ) is the neutral element of
Picc(A).

Exercise 4.12. Prove that the map (R×
+)

Φ −→ Picc(A) where (xσ) 7→
(A, (xσ)) is a group homomorphism.

Exercise 4.13. Prove that the forgetful map Picc(A) −→ Pic(A) that
maps (A, (xσ)) 7→ A is a surjective group homomorphism.

Proposition 4.14. (First fundamental exact sequence) One has
the exact sequence:

0→ µ(A)→ A× σ−→ (R×
+)

Φ → Picc(A) −→ Pic(A)→ 0,

where µ(A) is the set of roots of unity in A and σ : A× −→ (R×
+)

Φ is
the map that assigns to any unit u ∈ A× the value (|σ(u)|)σ in (R×

+)
Φ.

The kernel of the surjective application Picc(A) −→ Pic(A) is the set of
structures at infinity, that is the image of the map (R×

+)
Φ −→ Picc(A)

given by (xσ) 7→ (A, (xσ)). Using 4.9 we have that (A, (xσ)) is isometric
to (A, (1)) if and only if there exist a unit u ∈ A× with |σ(u)| = xσ.
To finish the proof we need to prove the following lemma:

Lemma 4.15. Let A be an order in a number field K, for an element
x of A the following are equivalent:

(i) x is a root of unity.
(ii) For every field homomorphism σ : K −→ C, σ(x) is of absolute

value 1.

Moreover the set of roots of unity is a finite set.

Proof. (i) ⇒ (ii) is clear because xk = 1 implies |σ(x)|k = 1 and the
absolute value |σ(x)| = 1 for all places σ : K −→ C.
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(ii) ⇒ (i) By the first finiteness lemma 3.81, the set {xn}n∈N will be in

the finite set M
deg(K:Q)
≤1 and will be therefore finite which forces x to be

a root of unity. As a consequence we get more, all roots of unity in A

are inside the finite set M
deg(K:Q)
≤1 and form a finite set. �

4.3. The norm of an ideal. We start to highlight some finite rings
build from orders.

Proposition 4.16. Let A be an order in a number field K and a a
non-zero ideal of A, then A/a is finite. Moreover if (pi)i=1,2,...,r are the
prime ideals of A containing a, one has

#(A/a) =
r∏

i=1

#(Api/aApi)

and log(#(Api/aApi)) = length(#(Api/aApi)) log(#(A/pi)).

Proof. For the first part we can prove more: if x ∈ a is a non-zero
element, then A/xA is finite. If xn + a1x

n−1 + · · · + an−1x + an = 0
is an equation of integral dependency of x over Z, one has an 6= 0.
Then A/xA is a module of finite type over Z/anZ and therefore finite.
The rest of proposition is a consequence of A/a being artinian and
therefore of finite length, so we can use corollary 3.6. Note that over a
local artinian ring the only simple module is the residual field. �

Definition 4.17. Let A be an order in a number field K and a a non-
zero ideal of A. We call norm of a and denoted by N(a) the cardinal
of A/a.

Example 4.18. For example N(Zn) = |n| for any n ∈ Z.

Proposition 4.19. (Multiplicative property of the Norm) Suppose that
A is an order in a number field K. La application norm: Div+(A) −→
N is multiplicative.

Suppose that A is an order in a number field K. We want to prove for
ideals I, J ∈ Div+(A) that #(A/IJ) = #(A/I)#(A/J). To that end
we prove the following general lemma:

Lemma 4.20. Let B be a ring, J an ideal of B and x ∈ B an element
that is not a zero divisor. We have an exact sequence of B-modules:

0 −→ B/J −→ B/xJ −→ B/xB −→ 0.

Proof. The kernel of the canonical map B/xJ −→ B/xB is the module
xB/xJ . Let us find the kernel of the surjective morphism ϕ : B −→
xB/xJ defined such that ϕ(1) = [x]. If λ ∈ B and z ∈ J are such that
λx = xz then λ = z ∈ J because x is not a zero divisor in B. Therefore
the kernel of ϕ is J and B/J ≃ xB/xJ . �
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End of the proof of 4.19: Applying lemma 4.20 to the ring Ap, where
I and J are generated by one element one obtains

length(Ap/IJAp) = length(Ap/IAp) + length(Ap/JAp).

The proposition is a result then of the second part of 4.16.

Corollary 4.21. The norm map can be extended to a group homomor-
phism N : Div(A) −→ Z.

We will like a group of homomorphism with domain Pic(A) instead
of Div(A). To that end we need to study the norm of principal di-
visors. In fact we will be able to construct a group homomorphism
N : Picc(A) −→ R, with values in R extending the notion of norm to
compactified divisors. Firs we establish the fact that the norm allows
a first classification of the ideals in an order.

Lemma 4.22. (second finiteness lemma) Let A be an order of a
number field and r be an integer. Then the set of ideals a and of norm
at most r is a finite set.

Proof. Every element of a finite group is annihilated by the order of
the group. If a is an ideal in A with norm N(a) ≤ r, then r! annihilates
the finite group A/a and therefor r! ∈ a. The set of ideals in A with
norm at most r are then in one to one correspondence with a subset of
the finite set A/(r!)A and is therefore finite. �

4.4. The norm of an element in a number field. Let x be a el-
ement of the number field K, let d be the degree of the extension
[Q[x] : Q]. Then (−1)d multiplied by the determinant of the multipli-
cation by x in the Q-vector space Q[x] is the constant coefficient of the
minimal polynomial of x. In this case the characteristic polynomial
of the matrix representation of mx = ×x is the same as the minimal
polynomial of x.

Proposition 4.23. Let K be a number field and x an element of K.
Then the determinant of mx, the multiplication by x in K, is a rational
number that satisfies:

det(mx) =
∏

σ : K→C

σ(x).

Proof. The proof is clear for K = Q[x]. On the other hand if K is an
extension of Q[x] of degree m, one will have m[Q[x] : Q] = [K : Q] and
the matrix of mx as a map on K will consist of m blocks equals to the
matrix of mx restricted Q[x]. We have then

det(mx) =
∏

σ : Q[x]→C

σ(x)m,
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and because there are exactly m Q-homomorphisms of K → C extend-
ing each σ : Q[x]→ C, the proof is finish in this case too. �

Definition 4.24. Let K be a number field and x an element of K, one
calls norm of x, denoted by N(x), the rational number

∏
σ : K→C σ(x).

Remark 4.25. If x ∈ OK , all conjugates of x are also in OK and the
norm N(x) ∈ Z.

Remark 4.26. Is clear that N : K× −→ Qx is a group homomor-
phism. Let A be an order in the number field K. The norm of an
invertible element u ∈ A× is an invertible element of Z and therefore
±1. If we compose the norm with the absolute value, one gets a group
homomorphism |N | : K×/A× −→ Q×

+. As we know K×/A× = Pr(A),
we can compare the two notions on norms on Pr(A).

Proposition 4.27. (product formula) Let K be a number field, A an
order in K and x an element in A. Then the norm of the ideal xA
generated by x in A is the same as the absolute value of the norm of
the element x.

We need to establish the following identity:

N(xA) =| N(x) |=|
∏

σ : K→C

σ(x) |

Since the element x is in A, the determinant of the multiplication by
x in K is the same as the determinant of the multiplication by x in A.
We will use the following lemma:

Lemma 4.28. Let ϕ : Zn −→ Zn be an injective homomorphism of free
Z-modules then

#(Coker(ϕ)) = #(Coker(det(ϕ))) = #(Z/ det(ϕ)Z).

Proof. By the theorem on elementary divisors 3.25, we can diagonalize
ϕ. If a1, a2, . . . , an are the elements of the diagonal, we know by hy-
pothesis of injectivity that ai 6= 0 for all i and the determinant is given
by the product

∏
i ai. �

End of the proof of the product formula identity 4.27: We have
∏

σ : K→C

|σ(x)| = | det(mx)| = #(Coker(mx))

= #(Z/ det(mx)Z)

= #(A/xA)

= N(xA).
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Exercise 4.29. Let A a noetherian ring of dimension one and let
ϕ : An −→ An an A-homomorphism:

(a) Show that both Ker(ϕ) and Coker(ϕ) are annihilated by det(ϕ).
(b) Show that if A/ det(ϕ)A is of dimension zero, the function

M −→ χ(M,ϕ) = length(Coker(ϕ ⊗M)) − length(Ker(ϕ ⊗
M)) is additive with values in N, for A-modules M of finite
type. Compute χ(M) in terms of χ(A) when A is an integral
domain.

(c) Show that χ(An, ϕ) = χ(A, det(ϕ)). (This is delicate, it de-
serves the name of theorem of Riemann-Roch for noether-
ian rings of dimension one).

(d) Let A be a noetherian ring of dimension one and with charac-
teristic equals a prime p. Let the map ϕ be represented by an
n × n matrix with coefficients in A. Let us consider the map
ϕ(p) with the coefficients of ϕ raised to the p-th power. Show
that under the same hypothesis as (b), there exist a polynomial
pχ(M,ϕ) such that χ(M,ϕ(p)) = pχ(M,ϕ) for every A-module
of finite type.

Definition 4.30. Let OK be the ring of integers of a number field K.
One calls a finite place of K to a valuation υ on K (associated by
proposition 3.84 to a prime ideal pυ of OK). By abuse of notation, we
denote N(υ) = N(pυ). We can see that the function f 7→ N(υ)−υ(f) is
an ultrametric norm on K that we will denote |f |υ.

Corollary 4.31. (classic product formula) For an element f ∈ K×,
we have ∏

υ place of K

|f |υ = 1.

The product in the formula is made out of places at infinity υ =
σ : K −→ C and finite places υ associated to prime ideals p of OK .
Suppose that a ∈ K∗ and Oυ is the valuation ring associated to the
valuation υ. We have #(Oυ/aOυ) = N(υ)υ(a) and proceed to use the
product formula 4.27 together with proposition 4.16.

Exercise 4.32. (product formula on the projective line) Let A = k[T ]
be the ring of polynomials in one variable over the algebraically closed
field k. Let P be a point on the affine line A1(k) with coordinate t and
let mP = (T − t) be the ideal of A generated by T − t.

(a) Let f be an element of A. Show that the valuation υt associated
to mP is such that υt(f) is the order of P as zero of f .
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(b) Let f be an element of A of degree n. Show that f has a pole of
order n at infinity (i.e. F (T ) = 1

un g(u) for u = 1
T
and g ∈ k[u]

with g(u) 6= 0.
(c) Let f be an element of A. Show that υ∞ = −(order of the pole

of f at infinity) is a valuation υ∞ on k(T ).
(d) Show that for all f ∈ A we have

∑
t∈k∪∞ υt(f) = 0.

Exercise 4.33. Let K be a function field of one variable over k,
i.e. K is a finite extension of a rational functions field k(T ). We say
that the ring A is an order of K, if A is a k[T ]-module of finite type
contained in K with fraction field exactly K.

(a) Prove that A ≃ k[T ]n where n = [K : k(t)].
(b) Let a be a non-zero ideal of A, one puts deg(a) = dimk(A/a).

Show that deg : Div+(A) −→ N is an additive homomorphism.
(c) Suppose that k is a finite field. Prove that the set of ideals

a ⊂ A such that deg(a) ≤ r, for a fixed r is a finite set.

4.5. The local definition of degree. Assume that A is an order in
the number fieldK. We give a notion of degree on compactified divisors
on A.

Definition 4.34. On calls the group of compactified divisors of
A, denoted Z1

c (A) to the group Z1(A)× RΦ. One denotes by
∑

p∈Spec(A)

np[A/p] +
∑

σ∈Φ
λσ[σ]

a generic element of Z1
c (A).

In the same way, we define the group of compactified Cartier divi-
sors on A, denoted Divc(A). We have an injection Div(A) →֒ Divc(A).
We also have a group homomorphism Divc(A) −→ Z1

c (A) extending the
cycle map Div(A) −→ Z1(A) and adding the component at infinity.

Definition 4.35. One calls degree on the compactified one cycle∑
np[a/p] +

∑
λσ[σ] to the real number

∑
np log(N(p)) +

∑
ǫσλσ,

where ǫσ = 1 for real places and ǫσ = 2 for complex places. By compo-
sition we define the degree of a compactified divisor.

Proposition 4.36. The degree map : Divc(A) −→ R is a group ho-
momorphism, denoted by deg. If a is an element of Div+(A) on A
(considered as a compactified divisor without components at infinity)
then:

deg(a) = log(N(a)).
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Example 4.37. Let x ∈ A then we define the compactified divisor (x) =
xA−∑σ∈Φ ǫσ log |σ(x)|. We extend this map to a mapK× −→ Divc(A)
and will denote by (f) the compactificed principal divisor associ-
ated to f 6= 0. We denote by Prc(A) the subgroup of Divc(A) consisting
of compactified principal divisors.

Proposition 4.38. (The homomorphism Divc(A) −→ Picc(A))
There exist a natural homomorphism Divc(A) −→ Picc(A) such that
the following diagram commutes

0 0
↓ ↓

Prc(A) Pr(A)
↓ ↓

RΦ → Divc(A) → Div(A) → 0
↓ ↓ ↓

(R×
+)

Φ → Picc(A) → Pic(A) → 0
↓ ↓
0 0

Let a+
∑

σ xσ[σ] an element of Divc(A) such that a is invertible ideal
of A. One can associate the following element of Picc(A):

(a) The invertible module a−1 = Hom(a, A).
(b) By dualizing the inclusion a →֒ A, one obtains a homomor-

phism A→ a−1 and one puts |Im(1)|ǫσσ = e−xσ .

In this way if L ∈ Picc(A) and 0 6= s ∈ L. L is coming from the element
as −

∑
log |s|σ[σ] ∈ Divc(A).

Example 4.39. If x is an element of A and (x) the associated compact-
ified divisor. Then the element of Picc(A) corresponding to (x) is the
neutral element (A, (1)σ).

Proposition 4.40. The degree map Divc(A) −→ R, is zero on the
group of principal compactified divisors Prc(A). It defines a map, that
we still call degree, deg : Picc(A) −→ R. If L is in Picc(A) and 0 6=
s ∈ L one has

deg(L) = log
#(L/As)∏

σ∈Φ |s|ǫσσ
.

Proof. The degree of an element x ∈ A is deg(x) = log(N(xA)) −
ǫσ log |σ(x)‖ = log(N(xA)) − log |N(x)| which is zero by the product
formula 4.27. For the second part of the proposition 4.40, consider
the ideal as introduced in lemma 3.101. We have L/As ≃ A/as,
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and after 4.38, the element L ∈ Picc(A) comes from the element
as −

∑
log |s|σ[σ] ∈ Divc(A). Computing the degree:

deg(L) = deg(as −
∑

σ∈Φ
ǫσ log |s|σ),

we get our formula in 4.40. �

Exercise 4.41. Prove that the kernel of the map K× −→ Divc(A)
defined in 4.37 is exactly µ(A).

Example 4.42. Let t = er be a positive real number and L ∈ Picc(A),
one denotes by Lr the element of Picc(A) obtained by multiplying the
norms on L by t. As a corollary of 4.40, the degree of Lr is deg(L)−nr.
Example 4.43. Let (xσ) ∈ RΦ

+ and let (A, (xσ)) be the element of
Picc(A) defined in 4.11, proposition 4.40 implies that deg(A, (xσ)) =
−∑σ ǫσ log(xσ).

4.6. Volume, global definition of degree. If L is in Picc(A), the
R-vector space ⊕σ∈ΦL ⊗A Kσ, where Kσ equals R or C depending if
σ is a real or a complex place at infinity, is equipped with a canonical
volume element build out of the canonical volume elements in each
L⊗Kσ.

Proposition 4.44. Let L be an invertible module over an order A of
a number field K of degree n. The diagonal map L −→ ⊕σ∈ΦL⊗A Kσ

identifies L with a lattice in a vector space of dimension n over R.

Proof. we know that L is a free Z-module of rank n. We need to show
that the image under the map is discrete in ⊕σ∈ΦL ⊗A Kσ. Choose
an element s ∈ L with s 6= 0, one has an injective map ϕs : A −→ L
sending 1 7→ s. We have that ϕs⊗Kσ is an isomorphism for all σ. One
has a commutative diagram

A
ϕs−−−→ Ly

y
⊕Kσ

∼−−−→ ⊕L⊗Kσ.

,

Let r = #(L/As) and let B be a compact set in ⊕σL ⊗ Kσ. If
x ∈ L ∩ B then rx is in A ∩ rB. Like A is discrete in ⊕Kσ, the set
A ∩ rB is a finite set and so is L ∩B. �

Corollary 4.45. The canonical map L ⊗Z R −→ ⊕σL ⊗ Kσ is an
isomorphism.
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An element L ∈ Picc(A) has a non-zero volume defined as a lattice
of Rn. This is nothing but the volume of ⊕L ⊗ Kσ/L measured by
the volume element describe in the introduction of this subsection. We
denoted by Vol(L).

Proposition 4.46. For any L ∈ Picc(A) we have:

log
vol(A)

vol(L)
= deg(L).

Proof. Choose a non-zero element s ∈ L. One has the exact sequence

0→ A
17→s−−→ L→ L/As→ 0.

The map A⊗Kσ −→ L⊗Kσ does not necessarily preserves the volume,
the image of the unit disk becomes the elements z ∈ L ⊗ Kσ such
that |z|σ ≤ |s|σ, where the measure has been taken to be π|s|2σ for
complex places and 2|s|σ for real places. The volume is then multiplied
by
∏

σ∈Φ |s|ǫσσ in the map ⊕A ⊗ Kσ −→ ⊕L × Kσ. Using the exact
sequence above we get

vol(L)#(L/As) = vol(A)
∏

σ∈Φ
|s|ǫσσ ,

and the formula follows from our definition of degree in Picc(A). �

The expression in 4.46 represents a global definition of degree in
Picc(A) in contrast to the local definition of degree in 4.40. The
additivity of the degree is less obvious from the global definition, a
situation that we will encounter again in the Riemann-Roch theorem
for curves. We will see later a more Riemann-Roch interpretation of
the formula.

4.7. Sections of a compactified invertible module, theorem of
Riemann-Roch. We put together here the fundamental problems of
the geometry of numbers due to Minkowski.

Definition 4.47. Let L be an element of Picc(A), one calls global
section of L to an element s of the associated invertible A-module L
with the extra property that |s|σ ≤ 1 for all places σ at infinity. The
set of global sections of L ∈ Picc(A) is denoted by H0(L). One notice
that H0(L) = B ∩ L, where B denotes the unit ball of ⊕L⊗Kσ.

Remark 4.48. A compactified invertible module L is discrete in⊕L⊗Kσ

and H0(L) is therefore a finite set.

Example 4.49. H0(A) = µ(A) ∪ {0}. For all L ∈ Picc(A), the set µ(A)
acts on H0(L) and the action is free on H0(L) \ {0}.
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Definition 4.50. The Euler characteristic χs(L) of an element L ∈
Picc(A) is defined as

χs(L) = log
2r1πr2

vol(L)
.

We will show that χs(L) is an approximation to log(#H0(L)), which
justifies the name of the following remark

Remark 4.51. (Theorem of Riemann-Roch ) One has the formula:

χs(L) = deg(L) + χs(A).

Our remark here is equivalent to the global definition of degree 4.46.
We use the subindex s in χs to indicate that we are working with the
volume of the unit ball for the sup norm: 2r1πr2. One could have
taken χ(L) = − log vol(L) or like we are going to do later χ′(L) =

log
2r1πr2

2nvol(L)
. The name of Riemann-Roch comes from the case of non-

singular projective curves C over fields k. If L is a line bundle on C,
there is a notion of degree and a notion of global sectionsH0(C,L). One
has also an H1(C,L) and the χ is defined by χ(L) = dimk(H

0(C,L))−
dimk(H

1(C,L)) to obtain

χ(L) = deg(L) + χ(OC).

The term dimk(H
1(C,L)) is the error term due to Roch and is zero for

big degree deg(L) >> 0 and χ(L) can be taken as an approximation
of dimk(H

0(L)).

5. Different, discriminant and conductor

The discriminant of a number field K gives information about the
primes p ∈ Q that ramify in K. The different will provide information
about what particular primes p ⊂ OK appear in the ramification locus
of the extension.

Definition 5.1. Let K ′/K be a finite extension of number fields. The
trace map Tr = TrK ′/K : K ′ −→ K is the K-linear map defined for
each element a ∈ K ′ as the trace of the linear map ma : K

′ −→ K ′

given by the multiplication ma(x) = ax.

Exercise 5.2. Prove that every linear map λ : K ′ −→ K can be ex-
pressed as λ(y) = Tr(xλy) for some xλ.

Definition 5.3. Let K ′/K be a finite extension of number fields. The
dual lattice of OK ′ or codiferent is the submodule of K ′ defined by

O∨
K ′ = {α ∈ K ′ | TrK ′/K(αOK ′) ⊂ OK}.



ARITHMETIC GEOMETRY 73

Suppose that K ′/K is simply a separable extension of fields, the ring
A is a Dedekind domain with field of fractions K and A′ is the integral
closure of A in K ′. If α1, . . . , αn ∈ A′ is a basis of K ′/K and d =
det(Tr(αiαj)), we can write α ∈ A′ as α = x1α1+ · · ·+xnαn, for some
x1, . . . , xn ∈ A. Then, for every λ 6= 0 in A, the λxi will satisfy, for
j = 1 to n, the system of linear equations

λx1Tr(α1αj) + · · ·+ λxnTr(αnαj) = Tr(λαjα).

As a consequence, if α ∈ {x ∈ K ′ | Tr(xA′) ⊂ A}, so is dλα. In
particular the dual lattice is a fractional ideal of A′. The fractional
ideal

(A′/A)∨ = {α ∈ K ′ | Tr(αA′) ⊂ A}
will be called the relative co-different or dual modulo of the extension
A′/A.

Definition 5.4. The different ideal DK ′/K of K ′ over K is the in-
verse of the dual lattice

DK ′/K = (O∨
K ′)−1 = {x ∈ K ′ | xO∨

K ′ ⊂ OK}.
We will denote DK/Q simply by DK. We can extend the notion of
different to a separable extension K ′/K, and a Dedekind domain A
with integral closure A′ in K ′. Based on our previous discussion we
define the different ideal as

DA′/A = {x ∈ K ′ | x(A′/A)∨ ⊂ A}.

Example 5.5. Since Z[i]∨ = 1
2
Z[i], the different DQ(i) = 2Z[i].

Exercise 5.6. Suppose that we have a number field K = Q(α) with
OK = Z[α], prove that the different is the principal ideal (f ′(α)),
where f ∈ Z[t] is the minimal polynomial of α. Hint: If we denote
by α1, . . . , αn the conjugates of α, we have the Euler identity:

∑

i

αk
i f(T )

f ′(T )(T − αi)
= T k.

If we put f(T ) = (T − α)(c0(α) + c1(α)T + . . . cn−1(α)), the above
identity says that the dual basis of {1, α, . . . , αn−1}, with respect to the

trace product, is { c0(α)
f ′(α)

, . . . , cn−1(α)
f ′(α)

}. The proof will be finished then

when we find a recursive formula for the ci(α) and exhibit the equality
of the two Z-span

Z+ αZ+ · · ·+ αn−1Z = c0(α)Z+ c1(α)Z+ · · ·+ cn−1(α)Z.
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Definition 5.7. Let K be a number field. Let A be an order in K
and a = {a1, . . . , an} an integral basis of A over Z. The discriminant
dA(a) of A in K with respect to the base (a) is the determinant dA(a) =
det(TrK(aiaj)).

Remark 5.8. If we choose a different integral base (a′) of A over Z, we
will have a′ = Ma for some invertible matrix M with rational integer
coefficients and

dA(a
′) = det(M)2dA(a) = dA(a).

As a consequence we have the right to call dA the discriminant of A
independent of the basis. In the special case of the integrally closed
order A = OK , the discriminant dOK

will be denote simply dK .

Remark 5.9. An alternative definition for the discriminant dK of K
is the square of the determinant det2((σi(aj))i,j), for a complete set of
embeddings {σ1, . . . , σn} of K into C and a basis a = {a1, . . . , an} of
OK over Z. The equivalency is a consequence of the formula

Tr(aiaj) =
∑

k

σk(aiaj) =
∑

k

σk(ai)σk(ai).

Exercise 5.10. Show that the discriminant dK of K = Q(
√
d) is:

(a) dK = 4d if d ≡ 2, 3mod(4).
(b) dK = d if d ≡ 1mod(4).

Proposition 5.11. For any number field K we have N(DK) = |dK |
Proof. The norm N(DK) = #(OK/DK) = #(O∨

K/OK). We can choose
a basis {a1, . . . , an} ofOK over Z, together with a dual basis {a∨i , . . . , a∨n}
of O∨

K over Z. By properties of dual basis, the elements aj of the
basis of OK can be expressed as aj =

∑
i ai,ja

∨
i , where ai,j is pre-

cisely ai,j = Tr(aiaj). The index #(O∨
K/OK) is therefore the absolute

value of the determinant of the matrix (aij) = Tr(aiaj), in other words
|dK|. �

Theorem 5.12. (Dedekind) The prime factors in DK are the prime
factors that ramify over Q.

Proof. For a prime p/p we have DK = DOp/Op , where Op and Op denote
the completions of the local ring respectively at p and p. We can
therefore assume that OK is a complete discrete valuation ring. In
this situation however, we have OK = Z[α] and we can use exercise
5.6 to determine that if ps is the maximal power of p dividing DK ,
then s = νp(f

′(α)), where f(T ) is the minimal polynomial of α. If
K is unramified, we have ᾱ = α mod p and p is a simple zero of
f(T ) = f̄(T ) mod p. In this case f ′(α) ∈ O∗

K and s = 0. �



ARITHMETIC GEOMETRY 75

Corollary 5.13. The prime factors of the discriminant dK are the
primes in Q that ramify in K.

Proposition 5.14. Let K be a number field and A an order in K.
The volume of the fundamental domain µ(A) of the lattice σ(A) given
by the embedding σ : K −→ Rn where

σ(a) = (σ1(a), . . . , σr1(a),

, Re(σr1+1(a)), Im(σr1+1(a)), . . . , Re(σr1+r2(a)), Im(σr1+r2)(a))

is µ(A) = |dA|1/22−r2.

Proof. Consider a basis {a1, a2, . . . , an} of A over Z. If we denote the
matrices D = (σj(ai)) and C = (σ(a1), σ(a2), . . . , σ(an)). The two
matrices are related by the equation Ct = DE where E is almost
diagonal, with diagonal entries equal 1 for the first r1 diagonal entries

and then r2 diagonal blocks with the 2 × 2 matrix

(
1/2 1/2i
1/2 −1/2i

)
.

Taking determinants we get

µ(A) = | det(C)| = | − 1

2i
|r2 | det(D)| = |dA|1/22−r2,

which is the identity we wanted to prove. �

Definition 5.15. Let K ⊂ K ′ be a finite extension of number fields,
A an order of K and B the integral closure of A in K ′. For an integral
basis {b1, . . . , bn} ⊂ B of K ′ over K, let us consider the discriminant
with respect to that basis dB/A(b̄) = det(Tr(bibj)). The relative dis-
criminant dB/A is the ideal of A generated by d(b̄), where {b1, . . . , bn}
is running over all integral basis of K ′ over K. For A = OK , we denote
dB/A simply by dK ′/K.

Remark 5.16. Let K ′/K be a finite extension of number fields. The
relative discriminant dK ′/K is not always a principal ideal, on the other
hand, for K = Q, dK ′/Q is the principal ideal (dK) generated by the
discriminant of K.

Proposition 5.17. In a tower of number fields K ⊂ K ′ ⊂ L we have
the identity of differents

DL/K = DK ′/KDL/K ′

Proof. Consider A = OK and the integral closures B and C in K ′ and
L respectively. We are going to prove the equivalent statement for the
co-different, namely

(C/A)∨ = (C/B)∨(B/A)∨.
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To prove the inclusion (C/B)∨(B/A)∨ ⊂ (C/A)∨ we observe that

TrL/K((C/B)∨(B/A)∨C) = TrK ′/KTrL/K ′((C/B)∨(B/A)∨C)

= TrK ′/K((B/A)
∨TrL/K ′(C/B)∨C) ⊂ A

On the other hand BC = C, therefore

TrL/K ′((C/A)∨C) = TrL/K ′((C/A)∨BC) = TrK ′/K(BTrL/K ′(C/A)∨C) ⊂ A

and we have TrL/K ′((C/A)∨C) ⊂ (B/A)∨. As a consequence

((B/A)∨)−1TrL/K ′((C/A)∨C) = TrL/K ′(((B/A)∨)−1(C/A)∨C) ⊂ B

and then ((B/A)∨)−1(C/A)∨ ⊂ (C/B)∨, which gives the reverse inclu-
sion (C/A)∨ ⊂ (C/B)∨(B/A)∨. �

Proposition 5.18. (transitivity formula of the discriminant) LetK ′/K
be a finite extension of order n between number fields K and K ′. Then
dK ′ = (dK)

n NormK ′/K(dK ′/K).

Proof. We consider the tower of field extensions Q ⊂ K ⊂ K ′ and
apply the norm identity NormK ′ = NormK ◦NormK ′/K to the relation
between the differents DK ′ = DK ′/KDK to obtain

dK ′ = NormK ′/K(dK ′/K) NormK(Dn
K) = dnK NormK ′/K(dK ′/K),

which is the relation wanted. �

6. The classic theorems of the algebraic number theory

We have introduced in the precedent chapters, the necessary infor-
mation to understand the proofs of the principal theorems in algebraic
number theory. The proofs presented however will not be the classical
proofs.

6.1. Three technical lemmas. The lemmas presented here have their
exact parallel in the theory of “invertible fibre bundle” on projective
curves.

Lemma 6.1. Let L ∈ Picc(A) such that deg(L) < 0. Then H0(L) = 0.

Proof. If 0 6= s ∈ L is a non-zero element of L, we can compute the

degree as deg(L) = log
#(L/As)∏

σ |s|ǫσσ
. As the numerator #(L/As) is a

positive integer, if
∏

σ |s|ǫσσ ≤ 1 one has deg(L) > 0. �

This lemma justify the “sign” that we have chosen for the degree. It
will be a pity if, contrary to geometric analog, the existence of non-zero
section would not force the degree to be positive or zero.
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Lemma 6.2. Let L be a compactified invertible A-module such that
deg(L) = 0. Then if H0(L) 6= 0, L is equal to A = (A, (1)σ) as element
of Picc(A).

Proof. If 0 6= s ∈ H0(L) and deg(L) = 0 then log
#(L/As)∏

σ |s|ǫσσ
= 0 then

(a) L = As
(b) |s|σ = 1 for all σ

Condition (a) implies that L is the same as A as element of Pic(A).
Condition (b) implies that the map ϕs : A −→ L given by ϕs(1) = s is
an isometry. �

Definition 6.3. Let us define a different normalization for the Euler

characteristic χ′(L) = log
2r1πr2

2nvol(L)
.

Lemma 6.4. (Minkowski) If L ∈ Picc(A) is such that deg(L) ≥
−χ′(A) then H0(L) 6= 0.

We observe that deg(L) ≥ −χ′(A) is equivalent using the global defi-
nition of degree 4.40 to χ′(L) ≥ 0. So we can express 6.4 in the form
χ′(L) ≥ 0 ⇒ H0(L) 6= 0. On the other hand we know that if dA
represents the discriminant of A over Z.

−χ′(A) = log(|dA|1/2(
2

π
)r2).

We find in this case the classic enunciate of Minkowski theorem on
points on a lattice L in a compact symmetric convex domain B in
Rn in the particular case of the unit ball: If B is the unit ball of
⊕L⊗Kσ ≃ Rn and the volume vol(B) > 2nvol(L), then L ∩ B 6= ∅.
Proof. (First Proof) The translations of Rn leave the Lebesgue measure
invariant hence we have an induce measure on Rn/L. If the map Rn −→
Rn/L is injective one would have vol(B) ≤ vol(L). On the other hand
if vol(B) > 2nvol(L) then the map 1

2
B −→ Rn/L is not injective

and we will have x 6= y ∈ B such that 1
2
x − 1

2
y ∈ L. Because B is

symmetric −y is also in B and by convexity of B, the linear combination
1
2
x+ 1

2
(−y) ∈ B. �

Proof. (Second Proof) (Mordell) We have that the limit

lim
m→∞

2−mn(#(2mB ∩ L)) = vol(B)

vol(L)
,

therefore if vol(B) > 2nvol(L) and m is sufficiently big, we will have
#(2mB ∩ L) > 2n(m+1). We note that #L/kL = kn for all integers
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k and deduce that the map 2mB ∩ L −→ L/2m+1L is not injective.
As a consequence there will be two points x 6= y ∈ 2mB such that
x− y ∈ 2m+1L. The element 1

2
( x
2m

)− 1
2
( y
2m

) is in L ∩ B by symmetry
and convexity of B. �

The two proofs above show the existence of 0 6= s ∈ B ∩ L in the case
of the strict inequality vol(B) > 2nvol(L). Suppose that vol(B) ≥
2mvol(L) then, for all ǫ > 0 we will have vol((1 + ǫ)B) > 2nvol(L)
for all integer n. As a consequence we will have a sequence 0 6= xn ∈
(1 + 1

n
)B ∩ L. The xn can be chosen to be in the finite set 2B ∩ L,

which will give us a constant subsequence xni
. Putting x = xni

we get
x ∈ L ∩ (∩(1 + 1

ni
)B) = L ∩B because the sequence ni is infinite.

6.2. Finiteness of Pic(A) and simple connectness of Spec(Z). We
state here the finiteness theorem for the Picard group and the fact that
orders in number fields must have a ramification locus.

Proposition 6.5. Let A be an order on a number field. The Picard
group Pic(A) is a finite group.

Proof. Let L ∈ Pic(A). By choosing a non-zero element of L and
picking a norm at infinity for each σ, we can have metric at infinity on
L such that deg(L) = χ′(A). By Minkowski (6.4), there will 0 6= s ∈ L
such that |s|σ ≤ 1 for all σ. Using the formula in 4.40, the ideal as
from 3.101 has then the property logN(as) ≤ χ′(A). By the second
finiteness lemma (lemma 4.22), the set of ideals of norm bounded by
e−χ′(A) is a finite set. This last set is sent surjectively onto Pic(A)
because a ∈ Div(A) and we have a surjective map Div(A) −→ Pic(A)
for any integral domain by proposition 3.100. �

Proposition 6.6. (Theorem of Hermite and Minkowski) Let K be a
number field of degree n ≥ 2 and let A be an order in K. Then the
discriminant dA of A is not equal to ±1.
Proof. Combining lemma 6.1 and lemma 6.4 we get that −χ′(A) ≥ 0
because deg : Picc(A) −→ R is surjective. We have then |dA|1/2( 2π )r2 ≥
1. This proves the result when r2 > 0. We will prove now that
−χ′(A) > 0 as long as K is not an imaginary quadratic field. Suppose
that χ′(A) = 0, by 6.4 every element of Picc(A) of degree zero possess
a non-zero section and will be equal to A as element of Picc(A). We are
going to show that if r1 + r2 − 1 > 0, then there exist (xσ) ∈ RΦ

+ such
that (A, (xσ)) is not equal to A while deg(A, (xσ)) = 0. The element
(A, (x)σ) equals A if and only if there exist a unit u ∈ A× such that
xσ = |σ(u)| for all σ. It will enough to prove that there exist (x)σ ∈ RΦ

+

such that
∏
xǫσσ = 1 and (xσ) /∈ σ(A×) as long as r1 + r2 − 1 > 0. We
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have that σ(A×) is discrete in RΦ by the first finiteness lemma. Tak-
ing logarithms of the coordinates, one has a vector space of dimension
r1 + r2 − 1 over R in which σ(A×) is discrete. �

Remark 6.7. One has seen before that the set of prime divisors of
the discriminant of a number field K is exactly the prime numbers
that are ramified in K, i.e. the support of Ω1

OK/Z. The statement of

the theorem is saying that a morphism Spec(A) −→ Spec(Z), where
Spec(A) is connected cannot be non-ramified, i.e. Spec(Z) is simply
connected. This result is similar to the fact that the projective line
P1
k over any field is simple connected. For morphisms onto Spec(Z)

of fibres of higher dimension (for example of dimension one (fibres are
curves)) or even abelian varieties, analogous results can be obtained.

6.3. Dirichlet Units theorem. Let W be the hyperplane at infinity
defined by the equation

∑
σ ǫσxσ = 0. We will denote by

log σ : A× −→ R|Φ|

the map that sends a unit u to the vector with coordinates (log |σ(u)|)σ∈Φ.
The image of the map falls into W and by the first finiteness lemma
(lemma 3.81), the image of A× is discrete. We state precisely:

Proposition 6.8. The subgroup log σ(A×) of W is a lattice.

Corollary 6.9. (Dirichlet units theorem) Let A be an order in a num-
ber field K, then the group of units contains a finite subgroup µ(A)
made of roots of unit in A and the quotient A/µ(A) is a free group of
rank r1 + r2 − 1.

Proof of 6.8: We will show that there are numbers α < β such that
the application [α, β]Φ∩W −→W/ log σ(A×) is surjective. In this way
log σ(A×) will be a compact for the quotient topology onW ≃ Rr1+r2−1.
If the rank of log σ(A×) were to be less than r1 + r2 − 1 there will be
a positive integer a such that W/ log σ(A×) ⊗Z R ≃ Ra which is not
compact.
Let us fix an element L0 = (A, x0σ) ∈ Picc(A) of degree −χ′(A), or, in
other words with

∏
(x0σ)

ǫσ = eχ
′(A). We know that the set of elements L

of Picc(A) with underlying module A and of degree deg(L) = −χ′(A) is
the multiplicative translate of L0 by the the group RΦ

+,1/σ(A
×), where

we have denoted by RΦ
+,1 the set of elements (yσ)σ∈Φ ∈ RΦ

+ such that∏
σ y

ǫσ
σ = 1. Let {(a1A), (a2A), . . . , (asA)} be the finite set of non-zero

principal ideals of of A with norm at most eχ
′(A). Let (A, xσ) ∈ Picc(A)

such that
∏
xǫσσ = eχ

′(A) (deg((A, xσ)) = −χ′(A)), by Minkowski the-
orem there exist 0 6= ax ∈ A such that |σ(ax)|xσ| ≤ 1, meaning that
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ax ∈ H0((A, xσ)). One has e−χ′(A) = deg(deg((A, xσ)) ≥ N(axA).
Therefore (axA) is equal to one of the ideals (aiA) and we can find
a unit ux such that ax = uxai, which gives |σ(ux)| ≤ 1

|σ(ai) for all

places σ. Puttin c1 = supi,σ

(
1

|σ(ai)|

)
and c0 = e−χ′(A)c1−n

1 , the element

(yσ = |σ(ux)|xσ)σ∈Φ is in [c0, c1]
Φ due to

∏
σ y

ǫσ
σ = e−χ′(A). One notices

that c1 ≥ 1 because the ideal (1A) is of norm ≤ e−χ′(A). As elements

of Picc(A) we have (A, xσ) = (A, yσ) and the elements
(

yσ
x0
σ

)
σ∈Φ

are in

RΦ
+,1 ∩ [ c0

supσ x0
σ
, c1
infσ x0

σ
]Φ. The map

RΦ
+,1 ∩ [

c0
supσ x

0
σ

,
c1

infσ x0σ
]Φ −→ RΦ

+,1/σ(A
×)

is surjective. Putting α = log c0
supσ x0

σ
and β = c1

infσ x0
σ
and taking loga-

rithms we observe that the canonical mapW∩[α, β]Φ −→ W/ logσ(A×)
is surjective as well and W/ log σ(A×) will be a compact set.

Exercise 6.10. Find a generator A×/±1 for the free Z-module of rank
one A = Z[

√
2]. Relate your answer to the solution of Pell’s equation

x2 − 2y2 = 1.

Exercise 6.11. Describe the group of units A× in the order A =
Z[
√
2,
√
3] of K = Q[

√
2,
√
3].

6.4. Extensions with fixed ramification. The aim of this part is to
show that if one fixes the support of the discriminant and the degree
of the number field K, then there are at most finitely many possible
K. This results is close to a classical theorem of Riemann: There are
at most finitely many finite covers of fixed degree of the sphere minus
a given finite set of points.

Proposition 6.12. Let K be a number field of degree n and A an order
in K of discriminant dA. Then 4d2A ≥ (π

2
)n.

Proof. If we have r2 complex places, we saw that |dA|1/2 ≥ (π
2
)r2 (be-

cause −χ(A)′ ≥ 0). If n = 2r2 (i.e. r1 = 0) we obtained our proof
already. On the other hand if r1 6= 0, the complex number i such that
i2 = −1 is not in K and we put L = K(i) and B = A[i]. By the
transitivity formula of the discriminant we have dB = d2A Norm(dB/A).
The norm Norm(dB/A) = 4 and we can use the preceding case for the
order B of L to get 4d2A ≥ (π

2
)n. �

Proposition 6.13. (Theorem of Hermite) There is a a finite number
of number fields with given discriminant.
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Proof. Let us consider the element (A, (21−r1−r2eχ
′(A), 2, . . . , 2)) ∈ Picc(A)

of degree precisely −χ′(A). There exist by Minkowski theorem an ele-
ment x ∈ A such that

|σ1(x)| ≤ 2r1+r2−1e−χ′(A)

|σi(x)| ≤
1

2
∀i > 1

If r1 6= 0 and σ1 is a real place, the element x is a primitive element
of K. Otherwise there will be an index i > 1 with σi(x) = σ1(x),
which is not possible because |σi(x)| < 1 for i > 1 and the product∏

j |σj(x)|ǫj = 1. In this case then we have reduce the proof to the first
finiteness lemma.
Now, if all places are complex places (r1 = 0) then we know from the

previous line that σ1(x) 6= σi(x) for i > 1 and therefore σ1(x) = σ1(x)
and [K : Q(x)] = 2. Again by the first finiteness lemma the fields
K0 = Q(x) belong to a finite list. If K = K0(i) for the root i of the
equation x2 +1 = 0, the field K lies as well in a finite list of fields. On
the other hand if i /∈ K, we consider the extension L = K(i) where
|dL| ≤ 4|dK|2 because dA[i]/A = NormL/K(2i) for A = OK . We repeat
the way of thinking at the beginning, now for the field L, and we can
find y ∈ L integral over Z that is a primitive element of L over Q
and with bounded absolute values of conjugates. If L0 = Q(y) then
[L : L0] = 2. Then the element i is not in L0 and L = L0(i). The fields
Q(y) are in a finite list and so are the fields L. Because for each of
these possibilities for L we have extension L/K such that Aut(L/Q) is
a finite group and K is the fixed field of an element in Aut(L/Q), we
have also a finite number of possibilities for K. �

7. Heights of rational points on a scheme over a number

field

We are going to define the height of a rational point over K as the
Arakelov degree of an associated element in Picc(OK). The interest
of this presentation is that the functions obtained this way are well
defined. We will present a few of their properties: Northcott theorem,
and some counterexamples.

7.1. Invertible metrized fibre bundles on a scheme over C. If
X is a scheme over C and L is an invertible sheaf on X , for every point
P ∈ X(C), the restriction L|P is a vector space of dimension one over
C. We are going to extend to this global situation, our notions in 4.1.

Definition 7.1. Let f : X −→ C an scheme over C and L an invertible
sheaf on X. One says that L is metrized if:
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(a) For all points P ∈ X(C), the vector space L|P is equipped with
non-degenerate hermitian scalar product.

(b) For all opens sets U ⊂ X and for all section s ∈ Γ(U,L), the
function U(C) −→ R that to P associates |s(P )| is continuous
for the usual topology.

Lemma 7.2. Let X be a projective scheme over C and let L be an
invertible sheaf on X. Then if |.|1 and |.|2 are two metrics on L, there
exist a constant C such that for all sections s ∈ L on an open set U of
X, |s(P )|1 ≤ C|s(P )|2 for all P ∈ U(C).
Proof. Using proposition 4.2, for every point P ∈ X(C) we have |.|1 =
λ(P )|.|2 where λ(P ) ∈ R×

+ is a positive real number. When we choose
a section on neighborhood of every P ∈ X , property (b) of metrized
line bundles asserts that λ : X(C) −→ R×

+ is a continuous function for
the usual topology on the projective scheme X over C. The set X(C)
is compact because it is a closed set of Pn(C) which is compact for
the usual topology (proper as scheme over Spec(C)) and therefore λ is
bounded on X(C). �

Example 7.3. Let n be an integer and P = Pn
C the projective space of

dimension n over C. Let us put on V = Γ(P,OP (1)) a non-degenerated
scalar product such that the n + 1 canonical sections x0, . . . , xn form
an orthonormal basis of V . The invertible sheaf OP (1) being generated
by those sections provides us with a surjective homomorphism of sheaf
of OP -modules:

ϕ : OP ⊗C V −→ OP (1) −→ 0.

For each Q ∈ P (C) one has also a surjective homomorphism f =
ϕQ : V −→ O(1)|Q −→ 0 of vectors spaces over C. One equips OP (1)|Q
with the hermitian scalar product obtained when we say that OP (1)|Q
is orthogonal to the kernel of ϕQ. In other words the length of an
element of OP (1)|Q is the distance from its lift in V to the kernel of
ϕQ. Let s0, . . . , sn an orthonormal basis of V , if x is a basis of OP (1)|Q
over C, the number xi defined by xie = ϕQ(si) are the homogeneous
coordinates of the point Q. A unitary vector normal to the hyperplane

Ker(ϕQ) is then −→n Q =

(
x0

(
∑

i |xi|2)1/2
, . . . ,

xn
(
∑

i |xi|2)1/2
)
. To obtain

the distance of s =
∑

i λisi to this hyperplane, one does the scalar
product (s.−→n Q) and obtain the formula:

|ϕQ(s)| = |s(Q)| =
|∑i λisi|

(
∑

i |xi|2)1/2
,

which is a continuous function on Pn(C).
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Definition 7.4. A metric ‖.‖ on L will be called smooth if for every
local section s, the function ‖s(.)‖2 is smooth. Given a smooth metric
‖.‖ and a local section s of L on an open set U of Xσ, the first Chern
form of (L, ‖.‖) is defined as the (1, 1)-form

c1(L, ‖.‖) = ∂∂̄ log ‖s‖2v.
It does not depend on our choice of local section and can be extended
to a closed global form on X.

Definition 7.5. Let (L, ‖.‖) be a smooth metrized line bundle on X
and D = {z ∈ C | |z| ≤ 1}. We say that (L, ‖.‖) is semipositive if, for
any holomorphic map ϕ : D −→ Xan

1

2φi

∫

D
ϕ∗c1(L, ‖.‖) ≥ 0.

Example 7.6. The Fubini-Study is a smooth semi-positive metric on
Pn(C) because the first Chern form is positive.

7.2. Integral models of schemes over a field. There are several
ways to clear out the denominators in the equations defining a scheme
over a field. There are also several ways to write a projective scheme
as a closed set of a projective space Pn

K or an affine space An
K . The

notion of model will take care of that phenomenon.

Definition 7.7. Let A be an integral domain and K the field of frac-

tions. If XK
f−→ Spec(K) is a K-scheme, one calls model of f over

A, to an A-scheme X
g−→ Spec(A) such that g ×A Spec(K) = f . A

model of f over A is also called a model of XK over A. A model is

flat if X
g−→ Spec(A) is flat. A model is proper if X

g−→ Spec(A) is
proper.

Example 7.8. Pn
A is a model of Pn

K over A. This is not the only projective
model of Pn

K . Indeed the blow-up of a closed subscheme Y ⊂ Pn
A such

that Y ×Spec(A) Spec(K) is empty is another model of Pn
K .

Example 7.9. (Clearing out denominators) If XK is a closed subscheme
of Pn

K defined by homogeneous equations Fi(X0, . . . , Xn) = 0 with co-
efficients in K we can multiply all equations by an element of A to
have equations defined over A and therefore a model of XK over A as
a closed subscheme of Pn

A. In the same way we can find a model of the
line bundle OXK

(1) over Spec(A).

Definition 7.10. Let A be an integral domain, K its fraction field and

X
f−→ Spec(A) an A-scheme. If FK is a sheaf of OXK

-modules on XK

one calls model of FK over A to a sheaf F of OX-modules such that
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F ⊗OX
OXK

= FK. A model of the pair (XK ,FK), where XK is a
K-scheme and FK is a sheaf of OXK

-modules is a pair (X,F), where
X is a model of XK over Spec(A) and F is a model of FK over A.

7.3. Heights associated to metrized line bundles. Let K be a
number field and X a proper variety over K. To build heights we need
a integral structure on OK and hermitian metrics at places over infinity.
Let X̃ a proper model of X over Spec(OK), L a line bundle on X with
extension L̃ on X̃ . We are going to assume that Lσ on Xσ is equipped
of a hermitian metric |.|σ for every place σ at infinity. Let P ∈ X(K)
be a point of X over K. By the valuative criterion of properness, the
point corresponds bijectively to a section εP of f : X̃ −→ Spec(OK).
The invertible sheaf ε∗P (L̃) = ε∗P (L̃, |.|σ) on OK is in Picc(OK) and we
can define its degree.

Definition 7.11. With notation as in the previous paragraph, the
height hL = hL,|.|σ of P associated to (L, |.|σ) is defined as

hL(P ) = hL,|.|σ(P ) =
1

[K(P ) : Q]
deg ε∗P L̃.

Example 7.12. (usual or naive height) Fix generators X0, . . . , Xr of the
global sections of the line bundle OPr(1) on Pr

Z. Let σ be a place at
infinity. Let us define the usual metric on OPr(1)⊗σC by the condition
that for each section s =

∑
i λ1Xi and each point P = (x0, . . . , xn) ∈

Pr(K),

‖s(P )‖σ =
|∑i λixi|
maxi{|xi|}

.

The associated height will be called the naive or usual height on Pn
K .

Exercise 7.13. Check that the naive height of P = (x0, . . . , xn) can be
obtained as

h(P ) = hn(P ) =
1

[K : Q]
log

∏
σ supi |σ(xi)|ǫσ
N(
∑
xiOK)

.

Exercise 7.14. Show that the naive height of P = (x0, . . . , xn) can be
given by the formula

h(P ) =
1

[K : Q]

∑

v

log(max (|x0|v, . . . |xn|v)),

where |.|v is running over all normalized absolute values on K.

Example 7.15. (Fubini-Study height) Let P = (X0, . . . , Xr) ∈ Pr and
suppose that we equip OPr(1) with the metric of Fubini-Study, where

‖s(P )‖2 = |
∑

i λixi|2∑
i |xi|2

,
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for s =
∑
λixi ∈ H0(Pr,OPr(1)). The associated height will be called

the Fubini-Study height hFS on Pr.

Exercise 7.16. Check that the Fubini-Study height can be given by the
formula:

hFS(P ) =
1

[K : Q]
log

∏
σ(
∑

i x
2
i )

(ǫσ/2)

N(
∑

iOKxi)
.

Exercise 7.17. Show that the Fubini-Study differs from the naive usual
height by a bounded amount by proving the formula:

hFS(P ) =
1

[K : Q]

(
∑

v finite

logmax
i
|Xi(P )|v +

∑

σ

ǫσ
2
log(

∑

i

X2
i (P ))

)
.

Exercise 7.18. Prove that the height hL(P ) is independent of the base
field K.

Exercise 7.19. Prove that for every integer m > 0 we have hLm(P ) =
mhL(P ).

Lemma 7.20. If |.|′σ and |.|σ are two sets of metrics on L, there exist
a constant C such that

|hL,|.|(P )− hL,|.|′| < C.

Proof. Let σ : K −→ C be a place at infinity for K. On the compact
spaceXσ, we have a continuous function ϕσ such that |.|σ = ϕσ|.|′σ. The
function ϕσ is bounded in Xσ and we can take C = supP∈Xσ

ϕσ(P ). On
the other hand if K ′ is an extension of K and ρ : K ′ −→ C is a place
at infinity extending σ, we have supP∈Xρ

ϕρ = supP∈Xσ
ϕσ = C. �

Lemma 7.21. If (X̃, L̃) and (X̃ ′, L̃′) are integral models of (X,L),
there exist a constant C such that for all P ∈ X(K̄) we have

|hL′(P )− hL(P )| < C.

Proof. If we have two extensions L̃ and L̃′ over the same model X̃,
we will have a vertical divisor E of Div(X̃) with L̃ = L̃′ ⊗ O(E).
The metric on O(E) will be trivial for every place σ at infinity and
the degree of the line bundle O(E) will be bounded by a constant
C, i.e. deg(O(E)) < C. For the general case, we consider the fibre
product X̃ × X̃ ′ to reduce the question to the case of a birrational
morphism π : X̃ ′ −→ X̃ such that π is the identity on the generic fibre
and L̃′ = π∗L̃ as metrized line bundles. In this last case we have a
commutative diagram
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SpecOK

ε′P−−−→ X̃ ′
y|

yπ

SpecOK
εP−−−→ X̃

and hX̃′,L̃′(P ) = hX̃,L̃(P ) for all P ∈ X(K̄). �

Remark 7.22. If a map ϕ : Pr −→ Pl is given by homogeneous polyno-
mials ϕ0, . . . , ϕl of degree m in the variables X0, . . . , Xr and if P is a
point in Pr where ϕi are not simultaneously zero, one has the following
comparison between the naive heights on Pr and Pl:

h(ϕ(P )) ≤ mh(P ) + h(ϕ),

where h(ϕ) = log(N)+
∑

σ log sup |coefficients of ϕi| and N is the max-
imum number of monomials in ϕi.

Theorem 7.23. (Northcott) Let f : X̃ −→ Spec(OK) a projective va-

riety over OK and L̃ a line bundle on X̃ such that L = L̃ ⊗ K is
ample and Lσ is equipped with a non-trivial hermitian metric for each
σ. Then:

(1) There exist a constant C such that hL(P ) ≥ C for all P ∈
X(K̄).

(2) For each real number A and each integer d, the set of points of
X(K̄) defined over a field of degree at most d over Q and of
height hL at most A, is a finite set.

Proof. (1) The line bundle L is ample and therefore L⊗m is very ample
for some power m > 0. We have a map ϕ : X −→ PN into some
projective space Pn such that Lm = ϕ∗O(1). As a consequence of
lemma 7.20, for some positive constant C ′ independent of the point
P ∈ X(K) we have

−C ′ < mhL,|.|(P )− h(P ) < C ′.

Using that the naive height h(P ) ≥ 0, we get hL(P ) ≥ C for C =
−C ′/m.
(2) Consider the set Er,d of rational points of Pr over a field K with
[K : Q] = d. Let σ : Er,d −→ (Pr(Q))d be the map associating to any
P ∈ Er,d the point (σi(P ))1≤i≤d consisting of all conjugates. Let Xd,r

be the quotient of Pr×· · ·×Pr by the action of the symmetric group Sd

and denote by q : Pr× · · ·×Pr −→ Xd,r the quotient map. We observe
that the map q ◦ σ : Er,d −→ Xr,d is well defined whenever P ∈ X(K)
and [K : Q] ≤ d. On the hand the assertion of part (2) is true for d = 1
and the naive height h. If will be enough to verify that one has a height
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h′ = hL′ on Xr,d, where L
′ is ample, such that for certain constants C

and m (m a natural number)

h′(q ◦ σ(P )) ≤ mh(P ) + C,

is true for all P ∈ Er,d. The conclusion of the theorem will be ob-
tained when we embed Xr,d in a projective space using homogeneous
polynomials invariants under the action of Sd and use remark 7.22. �
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