
1.3 The group algebra of a group

Let X be a finite set, and let

FX = {functions from X to F}.

Lemma 1.5 FX is a vector space. For x ∈ X, let δx : X → F be the function defined as

δx(y) =

{

1 if y = x

0 if y 6= x

Then the set {δx}x∈X is a basis of FX, and therefore FX has dimension |X |.

Proof: It is tedious but straightforward to check that FX is a vector space under the usual
addition of functions and product of functions by scalars:

(f + g)(x) := f(x) + g(x)

(λf)(x) := λf(x).

To see that {δx}x∈X is a basis, we prove

1. Linear independence: Suppose that
∑

x∈X axδx = 0, where ax ∈ F. Let y be any element
of X . Then

0 =
∑

x∈X

axδx(y) = ay since all other summands are 0.

Therefore ay = 0 for all y ∈ X , so the set {δx}x∈X is linearly independent.

2. Generates FX : let f ∈ FX . Note that, for all y ∈ X ,
(

∑

x∈X

f(x)δx

)

(y) =
∑

x∈X

f(x)δx(y) = f(y) (all other summands are 0).

Thus
f =

∑

x∈X

f(x)δx,

and therefore {δx}x∈X generates X .

Now let G be a group acting on X . Define an action of G on FX by

(g · f)(x) = f(g−1 · x).

Lemma 1.6 This action gives a representation of G in FX.

Proof:

1. It is an action:

(a) (hg) · f = h · (g · f) since

((hg) · f)(x) = f((hg)−1 · x) by definition

= f((g−1h−1) · x) by properties of a group

= f(g−1 · (h−1 · x)) by properties of action

= (g · f)(h−1 · x) by definition

= h · (g · f) by definition
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(b) 1 · f = f since (1 · f)(x) = f(1−1 · x) = f(1x) = f(x).

2. The action is linear.

(a) g · (f1 + f2) = g · f1 + g · f2 since

(g · (f1 + f2))(x) = (f1 + f2)(g
−1 · x)

= f1(g
−1 · x) + f2(g

−1 · x)

= g · f1(x) + g · f2(x)

= (g · f1 + g · f2)(x)

(b) g · (λf) = λ(g · f) since

(g · (λf))(x) = (λf)(g−1x)

= λf(g−1x)

= λ(g · f)(x)

Therefore, it is a representation.

Now let X = G. G acts on G by g · h = gh. Then FG is called the group algebra of G: FG is on
the one hand a vector space and on the other hand a ring (see exercise sheet 2). An object that
is both a vector space and a ring is called and algebra.

Definition 1.7 The regular representation is the representation of G on FG given by

G × FG −→ FG

(g, f) −→ g · f,

where g · f is the function from G to F given by (g · f)(h) = f(g−1h).

Theorem 1.8 The regular representation is faithful. Therefore, every finite group has at least

one faithful representation.

Proof: We need to check that if some g ∈ G acts as the identity in FG, then g = 1.
If g · f = f for all f ∈ FG, then f(h) = (g · f)(h) for all f ∈ FG and for all h ∈ G. In particular,
taking f = δ1 and h = g, we have

δ1(g) = (g · δ1)(g) = δ1(g−1g) = δ1(1) = 1.

Therefore g = 1 since δ1(g) is 1 only if g = 1.

2



L :s/} .

I

~'M~c;.. t. S

IF >< ,,~o... v' ~ L \-0 (" ~ P D..~ To--< ')( € X ~.J- ~ be..\ ~ ~ x

J.tt(~ 0..1 ~x ( ~') ~ { ) i~ t 1: ;x
o ,t ~.,..r- _

Tke.", ~~X1)(6'X ts 0.. ~o.-C\S. o~ IF 'X O-I.o..d+~~{-e~

IF >< ko..~ ol, \M ~1AS.(0,,", I x- J .

pVI') Clf ~ T + ,'s k J~a fA. 1 b",,- + ~ ~ i ~l t { eNwo-rd hJ c..~ ~ +k T

IF X {~=- V~ ~hr-.t- s p~ ~ U '" d-V ~h-€- ~ Jv...o.l... o..J ~ ~\-{ (;1'- 0...'" 00\

\AA.. k ( tz f (: c-c:a-h' 0'- 1- tv- V-.c..k0 '" ~ ;

C~ +-~ ') C~\~-: :t(~\ ~ ~(K)

"A~\ ()t)':' A.fC~\.

~ ') L; ~ V i ~.J ~ ) '"'-: 1-..t .6 Q. x gx == o. Le + "'" 'X "V1;\'(>. ''1-X6'1: \
T~",

o .:: L ~X ~)C l~\ = Q\ Co--.\\ o+-kv~v..\M~o.cJs "'~ 0 ') .><G'X

Tk~ p~ 0..1~ 0 \f I ~ X .J ); 0 +~ ~ ~/1)(~>< ~ l:\A. \~J-I!f'

2-') ~~v--~ t1=-X:

( ~x -\' ex\ ~~ C~')

~ + ~ €- iFx. (\}o4.-

- L f (~) ~x (~) = ~ (\) C f \' '" t.IL o-..l t
1<6-)(" \"\

o+kv- s"'w Oo.'-(jJ e>.ve.0 I

~~ ~ ~(~\ C)t/
xe- y:

pVO\l~~ rL__ +- ~ ~ X \~~ X ~ €\Nt"'"~ rF X .



kt-er ~~ t>--JYVlAf o-.~"\A0 0'" x.

b-4-,~ ~'" ~~'O~ ~ G- o~ \F X b 1

(~. t) l") :: + C J-IX ')

(i. e. .' -\- h- K.- -I--L< f-","~ \;.~

(x ~.e-(~)\ (~\" C" >q.t(")~ tC"\-'.,,j )
kJMCM.e>--I, 6 - - - ---

Tk i s ~ c..-k-ov.. «)i v ~s CA 'r€- r re ~ ~ h'oV\ a:£ G "'" \F 'X.

YV1)ot :

~ ') J: + ,.-S:C. '" a..c...h'o",",.J ,'. ~

~) l~<}-) ·f ~ ~. C'1 ' ~'\ / ~ i ~ CL

(Cl,~). ~\ ex) = ~((k~f\. x) ~1 d-i

~ t C(~~I h-~-X)
-= .tC q -'. ('" -I. x\)
= (~' f') ( ~-1.x)
:: ~.(~. ~)}(~) ,

b\ ~.t=-~~ <;\~c..L
(i. ~\ ( ~) = t ( I-/. X,~ t (t ·x) = t, ( ~ '\ .

:i, r +- ,. s l; ~"'"¥ :

--) (~· (~ I + £ ~ ,\ [~\ =- (f I +-f ~) (~-'.)<)

::: f. [~-' . )<) + r 1-( ~ -I. )<\
~ ~,~,C}(\+'~.f2.(;x)

:=. (<3.f, + ~'f1.) lX\ J

b') l ~ ' ~ ~)\ c)<'\ ~ ~ t) Co;~,,\ ~ A ~C,\-1.)<) ~ ~. t ~ x\



~\~( ko"- \ 0 7

Tk ~~ ~L..r Y-e.-fv-e~ck.ka~ r~ ~w.. ~(\r~.kv-~!-\O""

e{ G 0 V\ \F" G- ~ \ v €M b I
G .y. IF G- -. IFG-

C~.) +} ~ ~. ~ d~r~J ~~ l~' ~X~\: ~C~-' ~\,

------

~~w-- \. 't-
'\ k v-€-~tA.k ~rv-e~V\ khto~ \'S:. ~Q-..\+~~v--l.. \4~-

+ ~) .e...v~ 'f'1 f {lA. ~ k '0V-O~f kO\..$ e... tc>-{~~fk.l ~?~ J~\A-
~\{Ok

'P V\)ot :
we. lA~.eJ 1-v c..kc-K.. {-lo..t re so~ ~6-C- ~c.t-s~!

+-le. [J.~~ ~ o~ (F (;-/ ~'" J = I .
T ~ ~.f -== ~ v ~ G fF C; -~ t l ~'\ : ~·~ C kI \j + G \F G-1~G 6- .

J:v- ?~ ~c- v-.. Lor ) ~vdlJ-.-')-' +-::.. ~\J "":::- <}) ~ ~o. v~

1\ (~) =~. ~,(~ '\ ~ h.,C~ -\~ ') =:-~\ C \\ = I .

~Wo.y-K: YFG- I'S C-o.-l~ +~~Y1?v..p ~~e.b~ 0t G.

r+- t'C ~o~k 0... v'~c..~ ~fo CIL o...\Ad. 0..\reVH} (2)<, ~k~+'2..\.

A s.e.J- -\-k -\- (~ <0 C>-\-L.. 0.. Ve c..hw s p'" c.~ a \A.cl ~ v{ "'~ ,"J

c lU ~\.- ~lCJ -e bYK



3.4 The first projection formula and inner products of char-

acters

To continue with our study of characters we define the following:

Definition 3.10 The inner product 〈 , 〉 in CG (i.e. functions from G to C) is defined by

〈φ, ψ〉 =
1

|G|

∑

g∈G

φ(g)ψ(g).

FACTS:

1. It really is an inner product (exercise sheet 6).

2. 〈φ, ψ〉 = 〈g · φ, g · ψ〉 for all g ∈ G (check).

GOAL: Prove that if χ1, χ2 are irreducible characters then

〈χ1, χ2〉 =

{

1 if χ1 = χ2

0 if χ1 6= χ2

This will have several implications, the most important of all being that the character determines

the representation. First we need some tools:

Definition 3.11 For V a G-module, V G is the submodule of V given by

V G = {v ∈ V : g · v = v ∀g ∈ G}.

Remark: V G really is a submodule: If v1, v2 ∈ V G and a ∈ C then for all g ∈ G, g · (av1 + v2) =

a g · v1 + g · v2 = av1 + v2, so av1 + v2 ∈ V G (and therefore V G is a subspace) and if g ∈ G and

v ∈ V G then g · v = v ∈ V G, so it is a submodule.

In fact V G is the isotypic component of V corresponding to the trivial representation.

Example

• If V is irreducible then V G is a submodule of V , so V G is equal to {0} if V is not the trivial

representation, and it is equal to V for the trivial representation.

• (Hom(V,W ))G = HomG(V,W ) := {G-linear maps from V to W}.

In fact, if T ∈ Hom(V,W ), then

g · T = T ∀g ∈ G ⇐⇒ (g−1 · T )(v) = T (v) ∀g ∈ G, ∀v ∈ V

⇐⇒ g−1 · (T (g · v)) = T (v) ∀g ∈ G, ∀v ∈ V

⇐⇒ T (g · v) = g · (T (v)) ∀g ∈ G, ∀v ∈ V

⇐⇒ T ∈ HomG(V,W ).

Theorem 3.12 (First projection formula)

Let V be a G-module. Define π : V → V by

π(v) =
1

|G|

∑

g∈G

g · v.

Then π is a G-linear projection and Im(π) = V G.
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Proof:

Let ρ : G→ GL(V ) be the representation. Then

1. π linear: since π = 1
|G|

∑

g∈G ρ(g), π is a linear combination of linear maps, and therefore

it is linear.

2. Im(π) ⊆ V G: Let h ∈ G, v ∈ V . Then

h · π(v) = h ·





1

|G|

∑

g∈G

g · v



 =
1

|G|

∑

g∈G

(hg) · v = π(v).

Therefore, π(v) ∈ V G for all v ∈ V .

3. Im(π) ⊇ V G: If v ∈ V G then g · v = v for all g ∈ G, and therefore

π(v) =
1

|G|

∑

g∈G

g · v =
1

|G|

∑

g∈G

v = v.

Therefore, if v ∈ V G, then v = π(v) ∈ Im(π).

4. π2 = π: In (3) we proved that if v ∈ V G, π(v) = v. Since π(v) ∈ V G for all v by (2),

π(π(v)) = π(v).

5. π is G-linear: π(h · v) = 1
|G|

∑

g∈G(gh) · v = π(v) = h · (π(v)).

Corollary 3.13 Let V be a G-module with character χ. Then

dim(V G) =
1

|G|

∑

g∈G

χ(g).

Proof: π = 1
|G|

∑

g∈G ρ(g). Take traces in both sides to get

dim(V G) = dim(Im(π)) = Trace(π) =
1

|G|

∑

g∈G

Trace(ρ(g)) =
1

|G|

∑

g∈G

χ(g).

Using this tool, let us study inner products of characters.

Proposition 3.14 Let V , W be G-modules with characters χV , χW respectively. Then

〈χV , χW 〉 = dim(HomG(V,W )).

Proof: Recall that χ
Hom(V,W ) = χWχV . Recall also that (Hom(V,W ))G = HomG(V,W )

(example after definition 3.10). Using this and the previous corollary (corollary 3.13) we have

HomG(V,W ) = dim(Hom(V,W ))G =
1

|G|

∑

g∈G

χ
Hom(V,W )(g) =

1

|G|

∑

g∈G

χW (g)χV (g) = 〈χV , χW 〉.
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Corollary 3.15 Let V , W be representations of G.

1. The inner product of two characters is always a nonnegative integer.

2. dim(HomG(V,W )) = 〈χV , χW 〉 = 〈χW , χV 〉 = dim(HomG(W,V )).

Proof: Clear.

Proposition 3.16 If V and W are irreducible representations then

dim(HomG(V,W )) =

{

1 if V ∼= W

0 if V 6∼= W

Proof: dim(HomG(V,W )) is the multiplicity of V in W (see theorem 2.15). If W is isomorphic

to V , then the multiplicity of V in W is 1, and if W is not isomorphic to V , then the multiplicity

of V in W is 0.

Theorem 3.17 Let χ1, . . . , χℓ be distinct irreducible characters. Then

〈χi, χj〉 =

{

1 if i = j

0 if i 6= j

Proof: Clear from the last two propositions.
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3.5 Character determines representation

Recall from last lecture:

• 〈χV , χW 〉 = dim(HomG(V, W )).

• If U1, . . . , Uk irreducible, then 〈χi, χj〉 = δij .

Theorem 3.18 (Fundamental Theorem of Representation Theory)

Let V , W be G-modules. Then V ∼= W ⇐⇒ χV = χW .

Proof:

(⇒) already proved (Prop. 3.5 (a)).

(⇐) Let U1, . . . , Uk be the irreducible representations of G, with characters χ1, . . . , χk. By

complete reducibility we have

V ∼= a1U1 ⊕ · · · ⊕ akUk, where ai = dim(HomG(Ui, V )) = 〈χV , χi〉

W ∼= b1U1 ⊕ · · · ⊕ bkUk, where bi = dim(HomG(Ui, W )) = 〈χW , χi〉

Since χV = χW by assumption, we have ai = bi for all i and therefore V ∼= W .

The following is quite interesting and useful.

Theorem 3.19 χ irreducible ⇐⇒ 〈χ, χ〉 = 1.

Proof:

(⇒) already proved (Theorem 3.17).

(⇐) Suppose V is a G-module with character χ satisfying 〈χ, χ〉 = 1. Let U1, . . . , Uk be the

irreducible representations of G, with characters χ1, . . . , χk. By complete reducibility we have

V ∼= a1U1 ⊕ · · · ⊕ akUk, where ai = dim(HomG(Ui, V )) = 〈χV , χi〉.

By Corollary 3.7, χ = a1χ1 + · · · + akχk. Therefore, since 〈χi, χj〉 = δij , we have

1 = 〈χV , χV 〉 = 〈a1χ1 + · · · + akχk, a1χ1 + · · · + akχk〉 = a2
1 + · · · + a2

k.

This implies that all the ai are 0 except for one of them, i.e. V is isomorphic to one of the Ui

and therefore irreducible.

Theorem 3.20 The multiplicity of an irreducible G-module Ui in CG is equal to dim(Ui).

Proof: Write CG ∼= a1U1 ⊕ · · · ⊕ akUk. We will give two proofs:

1) (Without using characters)

ai = dim(HomG(Ui, CG)) (Theorem 2.15)

= dim(HomG(CG, Ui)) (Ex. Sheet 5)

= dim(Ui) (Proposition 2.16)
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2) (Using characters)

ai = 〈χreg, χi〉 =
1

|G|

∑

g∈G

χreg(g)χi(g) =
1

|G|
|G| χi(1) = dim(Ui),

where the third equality comes from the fact that χreg(g) = 0 if g 6= 1 and χreg(1) = |G|.

Corollary 3.21 Let U1, . . . , Uk be the irreducible representations of G, and let di := dim(Ui).

Then |G| = d2
1 + · · · + d2

k.

Proof:

We actually proved this before. It is easy using characters:

|G| = dim(CG) =
k

∑

i=1

aidim(Ui) =
k

∑

i=1

d2
i

since ai = di = dim(Ui) by the previous theorem.

3.6 Conjugacy classes, class functions and the number of

irreducible representations.

Recall:

Definition: Let G be a group and let x, y ∈ G. We say that x is conjugate to y if there exists

g ∈ G such that y = gxg−1 (or if you prefer, y = g−1xg; it is of course equivalent).

Definition 3.22 Let G be a group and let x ∈ G. The conjugacy class of x, denoted xG, is the

set

xG = {gxg−1 : g ∈ G}.

NOTE: Conjugacy is an equivalence relation. Therefore every group G gets partitioned into its

conjugacy classes:

G = xG
1 ∪ xG

2 ∪ · · · ∪ xG
k ,

where x1, x2, . . . , xk are representatives of the different conjugacy classes.

Examples:

• 1G = {1} since g 1 g−1 = 1 for all g ∈ G.

• G abelian ⇐⇒ gxg−1 = x for all g, x ∈ G ⇐⇒ xG = {x} for all x ∈ G.

Recall:

Definitions:

• The centraliser of x ∈ G is the set (actually subgroup)

CG(x) = {g ∈ G : gxg−1 = x}.
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• The centre of G is the set (actually subgroup)

Z(G) = {g ∈ G : gh = hg for all h ∈ G}.

FACTS: (exercise sheet 7)

• 〈x〉 ≤ CG(x) ≤ G.

• Z(G) ≤ CG(x) for all x ∈ G.

Proposition 3.23

|xG| =
|G|

|CG(x)|
.

In particular, both |xG| and |CG(x)| divide G.

Proof: Define φ : {right cosets of CG(x) in G} → xG by φ(g CG(x)) = gxg−1. Then φ is well

defined an bijective (ex. sheet 7) and therefore the cardinality of the two sets is the same, i.e.

|G|

|CG(x)|
= |{right cosets of CG(x) in G}| = |xG|.

Proposition 3.24 (Class equation) Let x1, . . . , xk be representatives of the different conjugacy

classes of G. Then

|G| = |Z(G)| +
∑

xi 6∈Z(G)

|xG
i |.

Proof: Since conjugacy classes partition G,

|G| =

k
∑

i=1

|xG
i | =

∑

xi∈Z(G)

|xG
i | +

∑

xi 6∈Z(G)

|xG
i | =

∑

xi∈Z(G)

1 +
∑

xi 6∈Z(G)

|xG
i | = |Z(G)| +

∑

xi 6∈Z(G)

|xG
i |,

since xG
i = {xi} when xi ∈ Z(G).

Class functions

Definition 3.25 f : G → C is a class function if f is constant on conjugacy classes, i.e.

f(gxg−1) = f(x) ∀x, g ∈ G.

The set of class functions is denoted CclassG.

Lemma 3.26

dim(CclassG) = number of conjugacy classes of G.

Proof:

Let C1, . . . , Ck be the conjugacy classes of G. Define δi : G → C by

δi(g) =

{

1 if g ∈ Ci

0 if g 6∈ Ci

Then {δ1, . . . , δk} is a basis of CclassG (exercise sheet 7), so dim(CclassG) = k.
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Corollary 3.27 The number of irreducible representations of a group is less than or equal to the

number of conjugacy classes of that group.

Proof: The set of irreducible characters of G forms a linearly independent subset (since

characters are orthonormal) of the set of class functions, and its cardinality is equal to the

number of irreducible representations of G. Thus, the number of irreducible representations of

G is less than or equal to the dimension of the space of class functions, which is equal to the

number of conjugacy classes of G.
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Conjugacy classes, class functions and the number of irreducible representations

(cont.)

GOAL: Prove that the number of conjugacy classes of a group is equal to the number of irre-

ducible representations.

We have already proved that the number of irreducible representations is less than or equal to

the number of conjugacy classes of a group. To prove the opposite inequality we need some tools.

For V a representation of G and f ∈ CG, define

Tf : V → V

v → Tf(v) :=
∑

g∈G

f(g) g · v.

Note that Tf is defined for any representation ρ : G → GL(V ); it can also be expressed as

Tf =
∑

g∈G

f(g) ρ(g).

When V is the regular representation CG, Tf has some interesting properties:

Lemma 3.28 Let f ∈ CG and consider Tf : CG → CG. Suppose that Tf os G-linear. Then

(i) Tf(δh) = h · f for all h ∈ G.

(ii) Tf = 0 (as a map) implies f = 0.

Proof:

(i) Since we are supposing that Tf is G-linear,

Tf(δh) = Tf (h · δ1) = h · Tf(δ1) = h ·





∑

g∈G

f(g) g · δ1



 = h ·





∑

g∈G

f(g) δg



 = h · f.

(ii) Tf = 0 implies, using (i), 0 = Tf(δ1) = 1 · f = f .

The following characterises those f ∈ CG such that Tf is G-linear for every representation of G.

Theorem 3.29 Tf : V → V is G-linear for every representation V of G ⇐⇒ f is a class

function.

Proof:

(⇐) Let V be a representation of G and suppose that f ∈ CclassG. Then for any h ∈ G and

v ∈ V ,

h · (Tf (v)) = h ·





∑

g∈G

f(g) g · v



 =
∑

g∈G

f(g) (hg) · v.

Change the summation variable: let u = hgh−1. Then the last expression equals
∑

g∈G

f(g) (hg) · v =
∑

u∈G

f(h−1uh) (hh−1uh) · v =
∑

u∈G

f(u)u · (h · v) = Tf(h · v),

1



where the hypothesis that f is a class function was used in the second equality. This proves that

Tf is G-linear.

(⇒) If Tf is G-linear for every representation of G in particular it is G-linear for the regular

representation CG. We will show that f(g−1hg) = f(h) for all g, h ∈ G.

f(g−1hg) = (g · f)(hg) by definition of the regular representation

=
(

Tf(δg)
)

(hg) by Lemma 3.28

=

(

∑

u∈G

f(u)u · δg

)

(hg) by def. of Tf

=

(

∑

u∈G

f(u) δug

)

(hg) by properties of regular rep.

=
∑

u∈G

f(u) δug(hg)

= f(h) since δug(hg) = 1 if u = h and 0 otherwise.

Now we will prove that irreducible characters span the space of class functions. We need the

following technical lemma.

Lemma 3.30 If χ is irreducible, so is χ.

Proof: Use Theorem 3.19: 〈χ, χ〉 = 〈χ, χ〉 = 1 since χ irreducible. Hence χ irreducible.

Theorem 3.31 Irreducible classes span CclassG.

Proof: Suppose that the span of the set of irreducible characters is not all of CclassG. Then

there exists f ∈ CclassG, with f 6= 0, that is perpendicular to the span of the set of irreducible

characters, i.e. 〈f, χ〉 = 0 for every irreducible character χ.

So let ρ : G → GL(U) be an irreducible representation of G with character χ and consider the

function Tf : U → U . By the previous theorem, Tf is G-linear since f ∈ CclassG. But since U is

irreducible, Schur’s lemma (ii) implies that Tf = λ IdU for some λ ∈ C. Therefore we have

λ IdU =
∑

g∈G

f(g) ρ(g),

and taking traces we obtain

λ dim(U) =
∑

g∈G

f(g)χ(g).

Now observe that the right hand side equals 〈f, χ〉, which is 0 by assumption. Therefore we have

λ dim(U) = 0,

which implies λ = 0 and therefore Tf = 0. But then Lemma 3.28 (ii) gives f = 0, which is a

contradiction.
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Corollary 3.32 The number of irreducible representations of a group is equal to the number of

conjugacy classes of the group.

Proof: Clear:

|{conjugacy classes}| = dim(CclassG) = dim(span({irreducible characters}))

= number of irreducible representations.

This has several consequences. For example,

Proposition 3.33 (Characters separate conjugacy classes)

Let g, h ∈ G. Then g and h are in the same conjugacy class of and only if χ(g) = χ(h) for every

character χ.

Proof:

If g and h are in the same conjugacy class then χ(g) = χ(h) since characters are class functions.

Conversely, if χ(g) = χ(h) for every character χ, define

δ(x) =

{

1 if x ∈ gG

0 if x 6∈ gG

Then δ is a class function, so it can be expressed as a linear combination of the set of irreducible

characters:

δ =
k
∑

i=1

aiχi for some complex coefficients ai.

Therefore,

1 = δ(g) =
k
∑

i=1

aiχi(g) =
k
∑

i=1

aiχi(h) = δ(h),

since by assumption χi(g) = χi(h) for all i. This implies that h ∈ gG.

Corollary 3.34 An element g ∈ G is conjugate to g−1 if and only if χ(g) is real for every

character χ.

Proof: Recall that for every character χ, χ(g−1) = χ(g) by properties of characters.

If g−1 is conjugate to g then χ(g) = χ(g−1) by properties of characters, so χ(g) must be real.

Conversely, if χ(g) is real then χ(g−1) = χ(g) for every character χ, so the last theorem implies

that g is conjugate to g−1.
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3.7 Orthogonality relations and character tables

Throughout this section U1, . . . , Uℓ will denote the irreducible representations of the finite group

G with characters χ1, . . . , χℓ, and g1, . . . , gℓ will denote representatives of the conjugacy classes

of G.

Note that the characters χi are completely determined by their values at g1, . . . , gℓ (since they

are class functions).

Definition 3.35 The character table of the group G is the ℓ× ℓ matrix whose entry ij is χi(gj).

Note on ordering: We will always assume that g1 = 1 and that χ1 is the trivial representation.

Example:

For G = S3, take 1, (123) and (12) as representatives of the conjugacy classes. Then the character

table of G is
gi 1 (123) (12)
χ1 1 1 1
χ2 1 1 −1
χ3 2 −1 0

It is useful to have in the table the size of the centraliser of each conjugacy class for reasons that

we will see immediately. Thus the table of S3 will look like

gi 1 (123) (12)
|CG(gi)| 6 3 2
χ1 1 1 1
χ2 1 1 −1
χ3 2 −1 0

The columns and rows of character tables satisfy some orthogonality relations, as follows.

Let χ and ψ be characters. Since χ and ψ are class functions, χ(g) = χ(gk) and ψ(g) = ψ(gk)

for all g in gG
k . Thus,

〈χ, ψ〉 =
1

|G|

∑

g∈G

χ(g)ψ(g)

=
1

|G|

ℓ
∑

k=1

|gG
k |χ(gk)ψ(gk)

=
1

|G|

ℓ
∑

k=1

|G|

|CG(gk)|
χ(gk)ψ(gk)

=

ℓ
∑

k=1

χ(gk)ψ(gk)

|CG(gk)|

The irreducible characters χi are orthonormal, and therefore we have the row orthogonality

relations:
ℓ

∑

k=1

χi(gk)χj(gk)

|CG(gk)|
= 〈χi, χj〉 = δij .

Now consider the matrix M whose ij-entry is

Mij =
χi(gj)

√

CG(gj)
.
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Then (recall that a star to the right top of a matrix means the transpose and conjugate of the

matrix):

(MM∗)ij =

ℓ
∑

k=1

Mik (M∗)kj =

ℓ
∑

k=1

MikM jk =

ℓ
∑

k=1

χi(gk)χj(gk)
√

|CG(gk)|
√

|CG(gk)|
= δij .

In other words, we have MM ∗ = I. This implies M−1 = M∗ and therefore M∗M = I. Hence

(M∗M)ij =
ℓ

∑

k=1

(M∗)ikMkj =
ℓ

∑

k=1

MkiMkj =
ℓ

∑

k=1

χk(gj)χk(gi)
√

|CG(gi)|
√

|CG(gj)|
= δij

and therefore we have the column orthogonality relations:

ℓ
∑

k=1

χk(gi)χk(gj) = |CG(gi)| δij .

Summarising

Theorem 3.36

ℓ
∑

k=1

χi(gk)χj(gk)

|CG(gk)|
= δij (row orthogonality)

ℓ
∑

k=1

χk(gi)χk(gj) = |CG(gi)|δij (column orthogonality)

Proof:

Done above.

For the examples it is useful to recall the following result.

Consider the group Sn. Then every element x ∈ Sn, x 6= 1, can be written uniquely as a product

of cycles (a1 · · ·ak1
)(b1 · · · bk2

)(c1 · · · cks
), with k1 ≥ k2 ≥ · · · ≥ ks.

The s-tuple (k1, k2, . . . , ks) is called the shape of x. For example, (12) has shape (2) and (123)(45)

has shape (3, 2).

FACT: For x ∈ Sn, xSn = elements of Sn with the same shape as x.

Example:

Let us go back to the character table of G = S3. Suppose that we only know the size of the

conjugacy classes of 1 (size 1), (12) (size 3), and (123) (size 2). Then |CG(1)| = 6/1 = 6,

|CG((123))| = 6/2 = 3, |CG((12))| = 6/3 = 2. This implies in particular that S3 is not abelian

and it has 3 irreducible representations. Since the sum of the squares of the dimensions of the

irreducible representations is equal to the order of the group, we see that S3 has 3 characters of

degrees 1, 1 and 2. So we immediately have (the first row corresponds to the trivial representation

and the first column is χi(1) = degree(χi))

gi 1 (123) (12)
|CG(gi)| 6 3 2
χ1 1 1 1
χ2 1 a b
χ3 2 c d
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Now we can determine a, b, c, d from the orthogonality relations. Column orthogonality gives

1 + a+ 2c = 0 1 + |a|2 + |c|2 = 3 1 + b+ 2d = 0 1+ |b|2 + |d|2 = 2 1 + ab̄+ cd̄ = 0,

and row orthogonality gives

1

6
+
a

3
+
b

2
= 0

2

6
+
c

3
+
d

2
= 0

1

6
+
|a|2

3
+
|b|2

2
= 0

1

6
+
|c|2

3
+
|d|2

2
= 0

1

6
+
ac̄

3
+
bd̄

2
= 0.

The only solution to these equations is a = 1, b = −1 c = −1, d = 0. In other words, with

very little information about the group the orthogonality relations give the whole character table

almost for free.

The same technique gives the character table for S4. To simplify matters we are also assuming

that we have the second row for free: it corresponds to the (irreducible) linear representation of

Sn given by the sign, i.e.

ρ2(x)(v) = sign(x) v.

The character table of S4 is

gi 1 (12) (123) (1234) (12)(34)
|CG(gi)| 24 4 3 4 8
χ1 1 1 1 1 1
χ2 1 −1 1 −1 1
χ3 2 0 −1 0 2
χ4 3 1 0 −1 −1
χ5 3 −1 0 1 −1
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3.8 The number of linear characters

Recall that a linear character is a character of index 1 and that linear characters are the only

characters that are homomorphisms.

In this section the goal is to prove that the number of linear characters of a group divides the

order of the group.

Throughout this section χ1, . . . , χk will be a complete set of linear characters of a group G (i.e.

the set of all the linear characters of G).

Let D(k,C) be the group of diagonal k by k matrices and consider the map R : G → D(k,C)

given by

R(g) =











χ1(g) 0 · · · 0
0 χ2(g) · · · 0
...

...
. . .

...
0 0 · · · χk(g)











The map R is a homomorphism since each χi is. Let H = ker(R) and let Ĝ = Im(R). Then

Lemma 3.37 |Ĝ| divides |G|.

Proof: G/H ∼= Im(R) = Ĝ, so |G| = |H ||Ĝ|.

Lemma 3.38 G and Ĝ have the same number of linear characters.

Proof: Consider R : G→ Ĝ ⊆ D(k,C) as before. Define a function

L : {Linear characters of Ĝ} → {Linear characters of G}

by

L(χ̂) = χ̂ ◦R.

• L is well defined: since χ̂ and R are homomorphisms, χ̂ ◦R is also a homomorphism from

G to C, and therefore it is a linear character (see exercise sheet 5, exercise 6).

• L is injective: suppose that χ̂ ◦R = ψ̂ ◦R. Let ĝ ∈ Ĝ. Then ĝ = R(g) for some g ∈ G and

therefore

χ̂(ĝ) = χ̂(R(g)) = χ̂ ◦R(g) = ψ̂ ◦R(g) = ψ̂(R(g)) = ψ̂(ĝ).

Thus χ̂ = ψ̂.

• L is onto: let χ̂j : ĝ → C, 1 ≤ j ≤ k, be the character defined by

χ̂j





















z1 0 · · · 0
0 z2 · · · 0
...

...
. . .

...
0 0 0 · · · zk





















= zj.

It is easy to show that χ̂j is a homomorphism from Ĝ to C and therefore it really is a linear

character. In addition, for any g ∈ G we have

(L(χ̂j))(g) = χ̂j(R(g)) = χ̂j





















χ1(g) 0 · · · 0
0 χ2(g) · · · 0
...

...
. . .

...
0 0 · · · χk(g)





















= χj(g).
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This implies that L is onto.

Therefore L is a bijective function between the set of linear characters of Ĝ and the set of linear

characters of G, which implies that these two sets have the same cardinality.

Theorem 3.39 The number of linear characters of a group G divides |G|.

Proof: Notice that Ĝ is abelian since it is a subgroup of the abelian group D(k,C) of diagonal

k by k matrices. This implies that all the characters of Ĝ are linear and therefore Ĝ has |Ĝ|

linear characters. Then Lemma 3.29 implies that G has |Ĝ| linear characters and Lemma 3.28

implies that |Ĝ| divides |G|, proving the result.

Summary of character conditions

Let G be a group. Suppose that χ1, . . . , χk is a complete set of irreducible characters of G with

degrees d1, . . . , dk respectively.

• d1 = 1 and
∑k

i=1
d2

i = |G|.

• χi(1) = di.

• χ1(gi) = 1.

• k = #{conjugacy classes of G} = dim(CclassG).

• #{linear characters} divides |G|.

• If χ is a linear character and ψ is an irreducible character, then χψ is also an irreducible

character.

• Row orthogonality:

k
∑

ℓ=1

χi(gℓ)χj(gℓ)

|CG(gℓ)|
= δij .

• Column orthogonality:

k
∑

ℓ=1

χℓ(gi)χℓ(gj) = |CG(gi)| δij .

• di divides |G| (Chapter 4 – not proved yet).

• The only rational values that characters can take are integers (i.e. chi(g) = 3/4, for

example, is impossible). (Chapter 4 – not proved yet.)

These conditions are very powerful. Some examples:

Example: Suppose that |G| = p, p a prime. Let d1, d2, . . . , dk be the indexes of the irreducible

characters, with d1 = 1 corresponding to the trivial character. If one of the di is not 1 then it

must be p since di divides |G| = p. This leads to p = 1 + d2
1 + · · · + d2

k ≥ 1 + p2, which is false.

Therefore all the di are 1 and therefore G is abelian.

Example: Suppose that |G| = p2, p a prime. Ths same argument as before will give p2 ≥ p2 +1

if one of the di is not equal to 1. Therefore all groups of order p2, p a prime, are abelian.

Example: Let G be a group of index 77. The irreducible representations of G must have indexes

that divide 77, so the only possibilities are 1, 7, 11 or 77. Since the sum of the squares of the

indexes must equal 77, 11 and 77 are ruled out as possible indexes. If there is an irreducible
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representation with index 7 (there cannot be two since 72+72 > 77), then there would be 77−72 =

28 linear representations. But this is impossible since the number of linear representations divide

the order of the group. Thus the only possibility left is that all the irreducible representations

of G are linear, and we conclude that all the groups of order 77 are abelian.

Example: Let G be a group of order pq, where p and q are primes and p < q (the case p = q was

considered above). Let d1, d2, . . . , dk be the indexes of the irreducible characters, with d1 = 1

(the trivial character). We have that the di can only be 1, p, q or pq. q and pq are ruled out, as

in the previous example, because pq < q2 and pq < (pq)2. So the only possibility is that some

of the di (say the first r of them) are 1 and the rest (k − r of them) are p. We then have the

equation

pq =
k

∑

i=1

d2
i =

r
∑

i=1

d2
i +

k
∑

i=r+1

d2
i = r + p2(k − r).

Since there are r linear characters, r must be 1, p, q or pq. If r = pq then G is abelian. If r is

1 or q, the left hand side of the equation is divisible by p and the right hand side is not, so this

cases are ruled out. If r = p then we have

pq = p+ p2(k − p) = p(1 + p(k − p))

and therefore

q = 1 + p(k − p).

In other words, if G is not abelian then q ≡ 1 (modp).

Summarizing: ifG is a group of order pq, where p and q are primes and p < q, and if q 6≡ 1 (modp),

then G is abelian.

Note that there are nonabelian groups of order pq when q ≡ 1 (modp). An example is S3, which

has order 6 = 2 · 3.
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Chapter 4

Algebraic integers and character

values.

4.1 Algebraic integers

Definition 4.1 An algebraic integer is a root of a monic polynomial with integer coefficients.

(Recall that monic means that its leading coefficient is 1.)

Examples

• If n is an integer, it is an algebraic integer since it is a root of z − n.

• Roots of unity are algebraic integers: they are roots of zn − 1.

• If α is an algebraic integer, so is ᾱ since roots of polynomials with integer coefficients come

in conjugate pairs.

An alternative characterisation of algebraic integers is the following.

Lemma 4.2 α is an algebraic integer if and only if it is an eigenvalue of a matrix with integer

entries.

Proof:

If α is an eigenvalue of a matrix with integer coefficients then it is a root of the characteristic

polynomial of that matrix, which has integer entries.

Conversely, if α is an algebraic integer then it is a root of some polynomial P (z) = zn+an−1z
n−1+

· · · + a1z + a0. Since the characteristic polynomial of the matrix

A =



















0 1 0 · · · 0 0
0 0 1 · · · 0 0
0 0 0 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · 0 1

−a0 −a1 −a2 · · · −an−2 −an−1



















is (−1)nP (z) (Exercise sheet 9), α is an eigenvalue of this matrix.

Algebraic integers share many properties with ordinary integers. For example
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Lemma 4.3 If α and β are algebraic integers then α + β and αβ also are algebraic integers.

Proof:

Omitted (long and not particularly interesting).

Proposition 4.4 Character values are algebraic integers. I.e. if χ is a character, then χ(g) is

an algebraic integer for all g.

Proof:

Clear from the previus theorem and the example above since χ(g) is a sum of mth roots of unity,

where m is the order of g.

Proposition 4.5 The only algebraic integers that are rational numbers are the ordinary integers.

I.e. if λ ∈ Q is an algebraic integer, then λ ∈ Z.

Proof:

Write λ = p/q where p, q ∈ Z and p and q 6= 0 are relatively prime. Since λ is an algebraic integer

it must be a root of some polynomial zn + an−1z
n−1 + · · · + a1z + a0, where the ai are integers.

Therefore we have
pn

qn
+ an−1

pn−1

qn−1
+ · · · + a1

p

q
+ a0 = 0,

and multiplying by qn,

pn + an−1p
n−1q + · · · + a1pqn−1 + qn = 0.

This implies that q divides pn, which implies that q divides p and therefore q = 1. Hence p/q ∈ Z.

Corollary 4.6 Character values can never take rational non-integer values. I.e. if χ(g) ∈ Q

then χ(g) ∈ Z.

Proof: Clear from the two previous propositions.

4.2 The index of an irreducible representation divides the

order of the group

GOAL: Prove that if U is an irreducible representation of a group G then dim(U) divides |G|.

The idea is to prove that |G|/dim(U) is an algebraic integer and then use Proposition 4.5. But

the argument is very slick.

First let us recall some tool that we have used before: Given f ∈ CG, and given V a representation

of G, recall that we had defined the linear map Tf : V → V by

Tf(v) =
∑

g∈G

f(g) g · v.

Recall some properties of Tf :
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• If f ∈ CclassG then Tf : V → V is G-linear for any representation V .

• If ρ : G → GL(V ) is a representation with character χ then

Trace(Tf ) =
∑

g∈G

f(g)χ(g).

[Since Tf =
∑

g∈G f(g)ρ(g).]

In what follows, let h ∈ G be a fixed element. Consider δC ∈ CG given by

δC(g) =

{

1 if g ∈ hG

0 if g 6∈ hG

and consider

TδC
: CG → CG.

Lemma 4.7 Let β = {δg : g ∈ G} be the usual basis of CG. Then the matrix β [TδC
]β (i.e. the

matrix of TδC
: CG → CG in the basis β) has integer entries.

Proof:

TδC
(δk) =

∑

g∈G

δC(g) g · δk =
∑

g∈G

δC(g) δgk.

Since δC(g) is either 0 or 1, the matrix of T has only 0’s and 1’s, and therefore has integer entries.

Now let χ be an irreducible character. Let U be a submodule of CG whose character is χ (recall

that every irreducible G-module is isomorphic to a submodule of CG).

Lemma 4.8 TδC
u = λu for all u ∈ U , where

λ = |hG|
χ(h)

χ(1)
.

Proof: Consider

TδC
U

: U → U.

Since δC is a class function, TδC
is G-linear and therefore TδC

U
is G-linear. Since U is irreducible,

Schur’s lemma implies that TδC
U

= λ IdU for some λ ∈ C.

Take traces in the equality TδC
U

= λ IdU to obtain

λ dim(U) =
∑

g∈G

δC(g) χ(g) =
∑

g∈hG

χ(g) = |hG|χ(h),

since χ(g) = χ(h) for all g ∈ hG. Since dim(U) = χ(1), we finally obtain

λ = |hG|
χ(h)

χ(1)
.
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Corollary 4.9 For h ∈ G and χ irreducible character,
|G|χ(h)

|CG(h)|χ(1)
is an algebraic integer.

Proof:

Since |hG| = |G|/|CG(h)|, the previous lemma implies that λ = |G|χ(h)
|CG(h)|χ(1) is an eigenvalue of

TδC
and therefore an eigenvalue of the matrix β [TδC

]β , which has integer entries by Lemma 4.7.

Hence λ is an algebraic integer by Lemma 4.2.

Now we are ready to prove the main theorem of this section.

Theorem 4.10 If χ is an irreducible character of a group G then χ(1) divides |G|.

Proof: Let g1, . . . , gk be representatives of the conjugacy classes of G. By the last corollary

we know that
|G|χ(h)

|CG(gi)|χ(1)

is an algebraic integer for all i. Since χ(gi) is an algebraic integer, χ(gi) also is an algebraic

integer for all i, and therefore the expression

k
∑

i=1

|G|χ(gi)

|CG(gi)|χ(1)
χ(gi)

is also an algebraic integer. But this expression can be written as

|G|

χ(1)

k
∑

i=1

χ(gi)χ(gi)

|CG(h)|
=

|G|

χ(1)
〈χ, χ〉 =

|G|

χ(1)
.

Therefore |G|/χ(1) is an algebraic integer. Since it is also a rational number, it must be an

integer.

This implies that χ(1) divides |G|.
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Chapter 5

Burnside’s p
α
q
β

Theorem.

5.1 Algebraic numbers

Definition 5.1 An algebraic number is a root of a monic polynomial with rational coefficients.

(Recall that monic means that its leading coefficient is 1.)

Notation:

• Z[z] are polynomials in z with coefficients in Z.

• Q[z] are polynomials in z with coefficients in Q.

Lemma 5.2 If α is an algebraic number then there exists a unique monic polynomial p ∈ Q[z]

with smallest degree such that p(α) = 0 and

(i). If r ∈ Q[z] satisfies r(α) = 0 then there is s ∈ Q[z] such that r = p s.

(ii). p is irreducible, i.e. there are no polynomials with degree less than the degree of p whose

product is p.

p is called the minimal polynomial of α.

Proof:

Exercise sheet 10.

Definition 5.3 Let α be an algebraic number and let p be its minimal polynomial. The roots of

p are called the conjugates of α.

Examples:

• Any algebraic integer α is an algebraic number: if α is a root of a monic polynomial with

integer coefficients then, since Z ⊂ Q, α is a root of a monic polynomial with rational

coefficients.

• Every rational α is an algebraic number: it is a root of z − α ∈ Q[z]. (This shows that

there are strictly more algebraic numbers than algebraic integers, as one should expect.)
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• In fact, if α is an algebraic integer, its minimal polynomial lies in Z[z] (Exercise sheet 10).

We will use the following fact that we state without proof.

Lemma 5.4 (Some properties of algebraic numbers.)

(i). If α and β are algebraic numbers then so is α + β. Each conjugate to α + β is of the form

α′ + β′, where α′ is conjugate to α and β′ is conjugate to β.

(ii). If α is an algebraic number and r ∈ Q, then rα is also an algebraic number and all the

conjugates of rα are of the form rα′, where α′ is conjugate to α.

Proof:

(i). Omitted.

(ii). Exercise sheet 10.

5.2 More on character values

Lemma 5.5 Let ρ : G → GL(V ) be a representation with character χ, and let g ∈ G. Then

(i).

∣

∣

∣

∣

χ(g)

χ(1)

∣

∣

∣

∣

≤ 1, with equality if and only if ρ(g) = λ IdV for some λ ∈ C.

(ii). If 0 <

∣

∣

∣

∣

χ(g)

χ(1)

∣

∣

∣

∣

< 1 then
χ(g)

χ(1)
is not an algebraic integer.

Proof:

(i). This was done in exercise sheet 6, exercise 5. Let us recall the proof. First recall the

triangle inequality for complex numbers: if z1, . . . , zn are complex numbers then

|z1 + · · · + zn| ≤ |z1| + · · · + |zn|,

with equality if and only if all the zi are positive real multiples of each other (or in other

words, all zi have the same argument as complex numbers).

Recall that given g ∈ G, there is a basis of V such that the matrix of ρ(g) in this basis is










λ1 0 · · · 0
0 λ2 · · · 0
...

...
. . .

...
0 0 · · · λn











where the λi are mth roots of unity , with m being the order of g.

Now χ(g) = Trace(ρ(g)) = λ1 + · · · + λn, and |λi| = 1 for all i. Therefore,

|χ(g)| = |λ1 + · · · + λn| ≤ |λ1| + · · · + |λn| = 1 + · · · + 1 = n = χ(1).

If equality holds, then all the λi have the same argument (by the triangle inequality); they

also have the same norm (= 1), and therefore they all have the same value, which we call

λ. This implies that the matrix of ρ(g) is λ In, and therefore ρ(g) = λ IdV .
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(ii). Suppose that χ(g)/χ(1) < 1 and that χ(g)/χ(1) is an algebraic integer. We will prove that

χ(g)/χ(1) = 0.

Write α = χ(g)/χ(1). Since α is an algebraic integer, it is, in particular, an algebraic

number (see the examples after Definition 5.3). Let p = zk + ak−1z
k−1 + · · ·+ a1z + a0 be

the minimal polynomial of α. Then it follows also from the examples after Definition 5.3

that a0, . . . , an−1 are integers.

Note also that, writing χ(g) = λ1 + · · · + λn as above, the λi are algebraic integers (since

they are roots of unity). Since χ(1) = n we have that 1/χ(1) ∈ Q, and therefore, using

Lemma 5.4 (ii), that λi/χ(1) is an algebraic number. Thus we have that

α =
λ1

χ(1)
+ · · · +

λn

χ(1)

is an algebraic number with minimal polynomial p.

Lemma 5.4 (i) and (ii) now imply that all the conjugates of α (i.e. the roots of p) are of

the form

α′ =
λ′

1

χ(1)
+ · · · +

λ′

n

χ(1)
,

where λ′

i are conjugates to λi.

The minimal polynomial of λi has the form zℓ − 1 for some ℓ since λi is a root of unity.

Therefore, all the conjugates of λi are roots of unity and therefore they have norm 1. This

implies that if α′ is a root of p then

|α′| =

∣

∣

∣

∣

λ′

1

χ(1)
+ · · · +

λ′

n

χ(1)

∣

∣

∣

∣

≤

∣

∣

∣

∣

λ′

1

χ(1)

∣

∣

∣

∣

+ · · · +

∣

∣

∣

∣

λ′

n

χ(1)

∣

∣

∣

∣

=
1

n
+ · · · +

1

n
= 1.

The product of all the roots of p is equal to the constant coefficient (i.e. a0). Therefore

|a0| < 1 since |α′| ≤ 1 for all the roots of p and |α| < 1. Since a0 is an integer, we must

have a0 = 0. This implies that the polynomial z divides p. Since p is monic and irreducible,

p(z) = z, which implies that α := χ(g)/χ(1) = 0.

5.3 Some applications to the study of simple groups

Definition 5.6 A group G is called simple if its only normal subgrups are G itself and {1}.

Why are simple groups important? They can be thought of as the ‘building blocks’ of finite

groups. In other words, if one is able to classify all simple groups (this has been kind of done; it

is called the ‘enormous theorem’ and is so enormous that nobody is completely convinced that

it is correct) then one can essentially ‘construct’ all possible finite groups.

The following are two theorems deal with the problem of recognising finite simple groups. They

are extremely difficult to prove without the use of representation theory, but not so much with

the tools that we have learned in this course. Note however: proofs are tricky!

Theorem 5.7 Let p be a prime and let r ≥ 1. If G is a finite group with a conjugacy class of

order pr then G is not simple.
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Proof: Let g ∈ G with |gG| = pr. Since |gG| = pr > 1, this implies that g 6= Z(G) and therefore

G not abelian and g 6= 1.

Let χ1, . . . , χk be the irreducible characters of G with χ1 being the trivial character as usual.

Use the column orthogonality relations to obtain

k
∑

i=1

χi(g)χi(1) = 0.

Since χ1(g) = χ1(1) = 1, we have

1 +

k
∑

i=2

χi(g)χi(1) = 0

or, dividing by p,
k

∑

i=2

χi(g)χi(1)

p
= −

1

p
.

The number 1/p is NOT an algebraic integer since it is in Q and not in Z (see Proposition 4.5).

This implies that, for some i > 1,

χi(g)χi(1)

p
is not an algebraic integer.

(If χi(g)χi(1)/p were algebraic integers for all i, so would their sum be.)

This implies that χi(g) 6= 0 (since 0 is an algebraic integer); also, since χi(g) is an algebraic

integer by Proposition 4.4, we must have that χi(1)/p is NOT an algebraic integer. In particular,

p cannot divide χi(1).

Hence pr = |gG| and χi(1) are relatively prime, and therefore we can find numbers a, b ∈ Z such

that

a |gG| + b χi(1) = 1.

Multiply over by χi(g)/χi(1) and use the equation |gG| = |G|/|CG(g)| (Proposition 3.23). We

obtain

a
|G|

|CG(g)|

χi(g)

χ(1)
+ b χi(g) =

χi(g)

χi(1)
.

We know that

a
|G|

|CG(g)|

χi(g)

χi(1)

is an algebraic integer (see Corollary 4.9) and that b χi(g) also is (Proposition 4.4), so the left

hand side is an algebraic integer, and therefore χi(g)/χi(1) must be an algebraic integer, and is

not zero since χi(g) 6= 0.

Thus, since χi(g)/χi(1) is a nonzero algebraic integer, Lemma 5.5 (i) and (ii) imply

∣

∣

∣

∣

χi(g)

χi(1)

∣

∣

∣

∣

= 1.

Let ρi : G → GL(Ui) be the representation corresponding to the character χi. Then Lemma 5.5

(i) implies

ρi(g) = λ IdUi
.

Consider K = ker(ρi). K is a normal subgroup of G since it is the kernel of a homomorphism.

Let us analyse K.
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• K 6= G. Otherwise ρi would be the trivial representation, and it is not by assumption

(since i > 1).

• K 6= {1}: suppose that K = {1}. Then ρi is injective, which implies that, for all h ∈ G,

ρi(gh) = ρi(g) ◦ ρi(h) = (λ IdUi
) ◦ ρi(h) = ρi(h) ◦ (λ IdUi

) = ρi(h) ◦ ρi(g) = ρi(hg).

Injectivity of ρi then implies then that gh = hg for all h ∈ G. Thus, g ∈ Z(G), which is a

contradiction.

Therefore there is only a possibility: K is a normal subgroup that is not G or {1}. This implies

that G is not simple.

The following is the famous Burnside’s pαqβ theorem. It was proved by Burnside in 1897 and

until 1972 there was no proof of this theorem that did not make use of representation theoretic

tools.

Before stating the theorem, recall Sylow’s Theorem:

Theorem (particular case of Sylow 1). If G is a group of order rns, with r prime and r and s

relatively prime, then G has a subgroup of order rn.

Now we state the last theorem of this course.

Theorem 5.8 Let p and q be prime and let α and β be nonnegative integers with α + β ≥ 2. If

G is a group of order pαqβ then G is not simple.

Proof:

If either α or β is 0 then G has order the power of a prime. Using exercise sheet 7, exercise 6 (i),

we must have that G is either abelian or has Z(G) as a nontrivial normal subgroup. In either

case, G is not simple. (If G abelian of order pα with α ≥ 2 then G has a subgroup, which is

necessarily normal, of order p, and so it is not simple.)

So suppose that α > 0 and β > 0. Use Sylow’s theorem stated above to get a subgroup Q of

order qβ . Note first that if G is abelian then Q is normal and nontrivial, so G is not simple.

By exercise sheet 7, exercise 6 (i), Z(Q) 6= {1}, so let g ∈ Z(Q) such that g 6= 1. We then have

qgq−1 = g

for all q ∈ Q, which implies that Q < CG(g), and therefore qβ = |Q| divides |CG(g)|.

Thus, |CG(g)| = prqβ for some nonnegative r and therefore |gG| = |G|/|CG(g)| = pα−r.

• If α − r ≥ 1 then we can apply Theorem 5.7 to conclude that G is not simple.

• If α − r = 0 then |gG| = 1 which implies that 1 6= g ∈ Z(G) and so either G abelian or

Z(G) is a nontrivial normal subgroup. In either case, G is not simple.
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